Assessment of Breastfeeding practices in Ethiopia using different data mining techniques
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Abstract
Breastfeeding is one of the critical issues in Ethiopia because researches show that 24.0% - 27.0% of infant death in Ethiopia is due to poor breastfeeding practices. UNICEF has been reported that a good promotion of breastfeeding practices is a most important strategic plan to reduce child mortality in developed and developing countries. Hence, it is important to identifying the determinate factors of poor breastfeeding practice, especially poor countries like Ethiopia. Poor Breastfeeding is a reasonable well-defined problem caused by many factors that are related to motherhood, environment, community and child. Therefore, it is very important to predict the determinate factors of poor breastfeeding practice in various communities in the country in order to come up with feasible intervention strategies to minimize the problem. This research intends to provide a survey of current techniques of knowledge discovery in large databases using data mining techniques which will be useful for medical practitioner to improve the breast feeding practices. The assessment was carried out with cross validation and percentage split of different data mining algorithms such as decision tree, Naive Bayes, Artificial Neural Network and Bagging.
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1. Introduction
The World Health Organization has described breastfeeding as an unequalled way of providing ideal food for the survival, healthy growth and development of infants and young children; it is also an integral part of the reproductive process with important implications for the health of mothers (Sterken, 1990).

Breast milk is the safest and most natural food for an infant. It provides an infant’s complete nutritional needs up to four to six months of age. There is no need for other food or drink before this age. When the baby is fed on breast milk only, it is called exclusive breastfeeding. Exclusive breastfeeding provides the best nutrition and growth in infants, and continued growth with the introduction of solid foods at six months (Cattaneo and Buzzetti, 2001).

In addition to its nutritive value, breast milk also has a protective action against common infections (Grant, 1991). It contains many immunological factors, which protect infections of the gastrointestinal tract, allergies, certain metabolic and other diseases (Shah and Khanna, 1990). Babies, their mothers, their families, their community, their environment, even the economy of the country in which they live, all benefit from breastfeeding (Schubiger et al., 1997). Research shows that breastfeeding can save the lives of over 1,500,000 babies who die every year from diseases such as diarrhea and pneumonia. Breastfed babies have stronger immune systems and are healthier than bottle-fed babies (UNICEF, 2005).

Moreover, according to UNICEF, 1994 has advocated breastfeeding as one of the strategies for “Child Survival” and exclusive breastfeeding as a best protective way for infants against infection and malnutrition. Nowadays,
promotion of breastfeeding through Family Planning and MCH Programs is increasingly considered to be a public health policy priority especially in developing societies (Tin, 1995).

The Healthcare industry is among the most information intensive industries. Medical information, knowledge and data keep growing on a daily basis. It has been estimated that an acute care hospital may generate five terabytes of data a year (Huang et al., 1996). Medical informatics plays a very important role in the use of clinical data. In such discoveries application of data mining is important for the diagnosis of new diseases and the study of different patterns found when classification of data takes place (Fauci, 2008).

This paper aims to analyze several data mining techniques for classification of breast feeding factors. In this paper, we were considered the classification algorithms such as decision tree, Navie Bayes, Artificial Neural Network and bagging .The rest of the paper is organized as follows: Section 2 contains Data Description and Section 3 describes the Overview of the techniques employed. Detailed results are discussed in Section 4. Finally Conclusions and references are given.

2. Data Description and Preparation

The source of this research is the Standard type of DHS survey data from Ethiopia Demographic and Health Survey 2011 (EDHS). The 2011 Ethiopia Demographic and Health Survey (2011 EDHS) is part of the worldwide MEASURE DHS project which is funded by the United States Agency for International Development (USAID). The survey was implemented by the Ethiopian Central Statistical Agency (CSA).

The principal objective of the 2011 Ethiopia Demographic and Health Survey (EDHS) is to provide current and reliable data on children’s nutritional status ([Ethiopia-CSA] and International, 2012). This research is one of the nutrition topic research. Nutrition is the hottest research areas in developed and developing country especially breast feeding is a widespread hottest problem domain research in the world (Lawrence and Michael, 1994). The original survey is kept in SPSS format with 928 attributes. The selections of the dataset are performed with the help of domain experts and DHS handbook manual (DHS, 2013).

In the dataset of Breastfeeding factors there are 11,360 number of instances and there are 11 attributes that are described as follows:

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>Amhara,AddisAbaba,Harari,Somali,Benishangul-Gumuz,Oromiya,SNNP,Tigray,Alfar,Gambela,Dire Dawa</td>
</tr>
<tr>
<td>Resident</td>
<td>Rural,Urban</td>
</tr>
<tr>
<td>Educational level</td>
<td>Primary Level, No Education, Secondary Level</td>
</tr>
<tr>
<td>Watching Television</td>
<td>Yes ,No</td>
</tr>
<tr>
<td>Number of Childs</td>
<td>One or Two, Three or Four, More than Five</td>
</tr>
<tr>
<td>Wealth</td>
<td>Poor,Middle,Rich</td>
</tr>
<tr>
<td>Delivery Place</td>
<td>Home,Public Sector,Private Sector,Others</td>
</tr>
<tr>
<td>Child Alive</td>
<td>Yes or No</td>
</tr>
<tr>
<td>Duration of Breastfeeding</td>
<td>Still breastfeeding, Ever breastfed, not currently breastfeeding, Never breastfed</td>
</tr>
<tr>
<td>Size of the Child</td>
<td>Average, Smaller than average, Larger than average</td>
</tr>
<tr>
<td>Breastfeeding</td>
<td>Yes ,No</td>
</tr>
</tbody>
</table>

3. Overview of the techniques Employed

3.1. J48 Decision Tree:-

J48 is a tree like structure, where each node represents the attributes in the dataset. J48 handles both continuous and categorical attributes to build a decision tree. The selection of the root node depends on the attribute with maximum information gain value. The internal node of the tree denotes the test on the root node attribute. The leaf node holds the class label. In order to improve the accuracy, J48 uses pre pruning or post pruning algorithm to remove unnecessary branches.
3.2. Naive Bayes:-

The Naive Bayes is a simple probabilistic classifier based on Bayes theorem with strong independence assumptions. Naive Bayes is a supervised learning method as well as statistical method for classification. It can be used to solve diagnostic and predictive problems. A Naive Bayes classifier assumes that the presence or absence of a particular feature is unrelated to the presence or absence of any other feature, given the class variable. This algorithm uses Bayes formula, which calculates the probability of instances \( d \) being in class \( C_j \):

\[
P(C_j|d) = \frac{P(d|C_j)*P(C_j)}{P(d)}
\]

To simplify the task, Naive Bayes classifier assumes attributes have independent distributions and thereby estimate

\[
P(d|C_j) = P(d_1|C_j)*P(d_2|C_j)* \ldots \ldots P(d_n|C_j)
\]

Where \( P(d_i|C_j) \) represents the probability of class \( C_j \) generating the observed value for feature i.

3.3. Artificial Neural Network:-

ANN was invented by psychologist Frank Rosenblatt in 1958. It was intended to model how the human brain processed visual data and learned to recognize objects. ANNs could be useful tool for pattern matching and learning capabilities. An ANN has many different processing elements (neurons) which are operated by creating connections between them. Each connection is associated with some weights. Each processing element takes many input signals and produces one output signal based on an internal weighting system. The neurons are interconnected and organized into different layers. The input layer receives input and output layer produces the final output. There are one or more hidden layers between the input and output layers. Depending on the problem it must solve, there are methods for training ANN. One is Self-Organizing ANN which is used to discover pattern and relationship from large amount of data. Another one is Back Propagation ANN which is trained by human being to perform specific task. The later one is mainly used for cognitive research and problem solving applications.

3.4. Bagging:-

Bagging is a machine learning ensemble meta-algorithm designed to improve the stability and accuracy of machine learning algorithms used in statistical classification and regression. Although it is usually applied to decision tree methods, it can be used with any type of method.

4. Results and Discussion

Experiments were conducted in WEKA with 10 fold cross validation and percentage split. In 10 fold cross validation, the entire data set is used training set and then apply generated rules to the same dataset for testing. In the later case, we use percentage split 80% of the data used for training and the remaining 20% of the dataset are used for testing. According to our study, the cross validation has been proved to be statistically good in evaluating the performance of the classifier for large dataset. Quality of the classifier is evaluated with the help of accuracy, time taken to build a classifier and also ROC.

We have trained the classifiers to classify the breast feeding dataset as either yes (Breastfeed) or no (not Breastfeed).

Accuracy can be calculated with the help of confusion matrix. The number of correctly classified instances is sum of diagonal values of the confusion matrix; all others are incorrectly classified instances. Accuracy can be calculated as follows:

\[
\text{Accuracy} = \frac{TP + TN}{Total \ Number \ of \ instances}
\]

\[
\text{Accuracy} = \frac{A + D}{(A + B + C + D)}
\]

Time shows the time complexity of each algorithm. ROC is defined as the number of testing data that can be classified to the total numbers of testing input data. Following table shows the comparative study of different algorithms for cross validation and percentage split.
Table 2: Comparison of different classification algorithms using 10 fold cross validation

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly Classified instances</th>
<th>Incorrectly classified instances</th>
<th>Time Taken(in sec’s)</th>
<th>Accuracy</th>
<th>ROC Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>10311</td>
<td>1074</td>
<td>0.07</td>
<td>90.56%</td>
<td>0.959</td>
</tr>
<tr>
<td>J48</td>
<td>10950</td>
<td>435</td>
<td>0.88</td>
<td>96.41%</td>
<td>0.989</td>
</tr>
<tr>
<td>ANN</td>
<td>10568</td>
<td>817</td>
<td>113.35</td>
<td>92.82%</td>
<td>0.934</td>
</tr>
<tr>
<td>Bagging</td>
<td>10945</td>
<td>440</td>
<td>6.18</td>
<td>96.13%</td>
<td>0.992</td>
</tr>
</tbody>
</table>

Table 3: Comparison of different classification algorithms using percentage split

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly Classified instances</th>
<th>Correctly Classified instances</th>
<th>Time Taken(in sec’s)</th>
<th>Accuracy</th>
<th>ROC Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>8194</td>
<td>914</td>
<td>0.03</td>
<td>89.96%</td>
<td>0.958</td>
</tr>
<tr>
<td>J48</td>
<td>8402</td>
<td>706</td>
<td>0.49</td>
<td>92.24%</td>
<td>0.948</td>
</tr>
<tr>
<td>ANN</td>
<td>8350</td>
<td>758</td>
<td>113.36</td>
<td>91.67%</td>
<td>0.948</td>
</tr>
<tr>
<td>Bagging</td>
<td>8427</td>
<td>681</td>
<td>6.48</td>
<td>92.52%</td>
<td>0.97</td>
</tr>
</tbody>
</table>

From the above tables, we can see the highest accuracy is 96.41% provided by J48 and Bagging provides 96.13% in cross validation. In the case of percentage split, the highest accuracy is around 92% provided by bagging and J48 respectively.

Kappa statistic, mean absolute error and root mean squared error will be in numeric value only. We also show the relative absolute error and root relative squared error in percentage for references and evaluation. The results are shown in the figures 2 and 3.

From the above tables, we can see the highest accuracy is 96.41% provided by J48 and Bagging provides 96.13% in cross validation. In the case of percentage split, the highest accuracy is around 92% provided by bagging and J48 respectively.

Kappa statistic, mean absolute error and root mean squared error will be in numeric value only. We also show the relative absolute error and root relative squared error in percentage for references and evaluation. The results are shown in the figures 2 and 3.
Kappa Statistic is a measure of how closely the instances classified by the machine learning classifier. The average Kappa value from the selected algorithm is 0.80 shown in the figures. Based on kappa statistic criteria, the accuracy of this classification is substantial. From figures we can observe the differences of errors from the selected algorithms.

5. Conclusion
Breastfeeding is a global issue for communities and governments that affect both women and their infants on many levels. Hence, the study of breastfeeding practice is one of the important mechanism for addressing the global problem. The study was conducted using classification techniques namely decision tree, naive bayes, artificial neural network and bagging. Experiment was conducted using two options cross validation and percentage split. Moreover, the finding of this research indicates that delivery place, maternal (mother) educational status, resident place, child weight and watching television are determinate factors of child breastfeeding practice. The results from this study can contribute towards in encouraging and support the decision for healthcare organization and health practitioner. From the analysis, it is concluded that J48 decision tree provides high accuracy (96.41%) for large data set compared to other algorithms. Bagging also provides the same accuracy, but it takes lot of time (6.48 sec’s) to build the model.
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