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Abstract - The problem of latent aspect mining from textual customer reviews is important in knowledge 
discovery and natural language processing. Given a collection of review texts, it is required to 
automatically determine aspect ratings for each textual review and identify important aspects for all 
textual reviews. Existing works on aspect-based sentiment analysis has used deep learning techniques 
with architectures designed based on neural networks. However, they take a lot of time to learn models 
and need computer configuration to be big enough. This paper proposes a framework (which contains 
three sub-tasks: (1) aspect term extraction, (2) aspect category detection, (3) aspect ratings and important 
aspects determination) using simpler and more efficient techniques based on constrained-KMeans 
algorithm and word2vec. In experiment, we use a data set of 174615 reviews of 1768 hotels with five 
common aspects including cleanliness, location, service, room and value. Experimental results show that 
aspects represented by averaging word vectors are more effective than represented by a bag of word. In 
general, our model outperforms some other benchmark algorithms. 

Keywords: Aspect based sentiment analysis; Aspect rating; Aspect weight; Aspect term extraction; Aspect 
category detection. 

1. Introduction 

Derived from the customer textual review dataset on online commerce websites and in order to help users 
easily find the necessary information as well as to understand the evaluation opinions on the textual reviews. 
Some works of Aspect-based Sentiment Analysis (ASA) have been done, such as aspect terms extraction [1, 2, 
3], aspect category detection [4, 5, 6], aspect based sentiment classification [7, 8], aspect ranking [9, 10, 11]. 
Most previous studies have used a bag of words to extract features. They ignore the semantic relations between 
words, and cause an inaccuracy of opinion predictions. Recently, deep learning models with architectures 
designed based on neural networks have applied in many studies of ASA, such as [12, 13]. However, they take a 
lot of time and effort to build an effective deep learning model. In this paper, we propose a simple framework 
using word2vec and constrained-KMeans algorithm for discovering latent aspects, containing three sub-tasks: 
(1) Aspect terms extraction; (2) Aspect category detection; (3) Discovering aspect ratings and overall aspect 
weights. To address the first task, we propose a semi-supervised learning algorithm based on constrained-
KMeans algorithm to extract aspect terms. Then, from the results achieved, we propose an iterative algorithm to 
aspect category detection. For the third task, we propose a neural networks model to generate the overall rating 
of each textual review with aspect ratings are assumed latent at the hidden layer and overall aspect weights are 
weights between the hidden layer and the output layer. 

We evaluate our proposed framework on the data collected from Tripadvisor.com and use the five 
aspects including Value, Room, Location, Cleanliness, and Service. This dataset is also used in previous 
research [19, 20]. The experimental results have shown the effectiveness of the proposed method in comparison 
with other methods. 

2. Related works 

 Aspect terms extraction: [14] a neural network containing 7-layer deep convolutional to labeling each word 
in textual sentences as aspect word or non aspect word. [15] used linguistic rules to identify nominal phrase 
chunks and regard them as candidate opinion target labels  and aspects. Then they propose to extract irrelevant 
candidates based on domain correlation. Finally, they use these texts with extracted chunks as pseudo labeled 
data to train a deep gated recurrent unit (GRU) network for aspect term extraction and opinion target extraction. 
[16] proposed a bidirectional dependency tree network model to find dependency structure features from the 
given textual sentences. The key idea is to explicitly incorporate both representations gained separately from the 
bottom-up and top-down propagation on the given dependency syntactic tree. An end-to-end framework is then 
developed to integrate the embedded representations and BiLSTM plus CRF to learn both tree-structured and 
sequential features to solve the aspect term extraction problem. 
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 Aspect category detection: [17] a deep learning model to automatically learn useful features for aspect 
category detection. They first proposed a semi-supervised word embedding algorithm to obtain continuous word 
representations, then they proposed to generate deeper and hybrid features through neural networks stacked on 
the word vectors. In our work, we use the obtained aspect term list in the task of aspect term extraction and word 
vectors are learned from word vector model [23] to detect the aspect category for each sentence. [18] proposed a 
deep neural network method based on attention mechanism to identify different aspect categories of a given 
review sentence. They utilizes several attentions with different topic contexts, enabling it to attend to different 
parts of a review sentence based on different topics. 

 Discovering aspect ratings and aspect weights: [19] a latent aspect rating analysis model to infer aspect 
ratings and aspect weights for each review. In [20] proposed a sparse aspect coding model, by considering the 
user and item side information of review texts, they use two latent variables named as user intrinsic aspect 
interest and item intrinsic aspect to discover a set of aspects which are previously unknown for each aspect and 
predict the users rating on each aspect for each review. However these works cannot directly compute overall 
aspect weights for all textual reviews from their model.  Another limitation of these models is to use a bag of 
words model for representing aspects thus may fail to capture semantic relations between words and cause an 
inaccuracy of aspect ratings prediction.  In our work, we propose a neural networks with assuming that aspect 
ratings are latent at the hidden layer and overall aspect weights are weights between the hidden layer and the 
output layer. For the input for our model, we use the computed way of feature representation in [21]  that for an 
aspect in a review, we an average of the word representations for all words present in text of aspect which can 
capture semantic relations between words. A probabilistic aspect ranking algorithm [22]  to identify the 
importance of aspects by simultaneously considering aspect frequency and the influence of consumer opinions 
given to each aspect over their overall opinions. This algorithm is provided aspect ratings in input and it infers 
the aspect weights for each individual review. Then, they compute the overall aspect weights (i.e. important 
aspects) for all reviews by averaging aspect weights of all reviews. In our work, aspect ratings are'nt provided in 
input. 

3. Our framework 

In this section, we first present the problem definition with necessary notations, which will be used in 
our proposed framework. We then describe the framework including sub-tasks need to be addressed. Finally, we 
introduce word2vec model and the Constrained-KMeans algorithm, and then we present the proposed method or 
model for each sub-task. 

3.1.  Problem definition 

Given  a collection of textual reviews 1 2 | |{d ,d ,..., d }DD   for an interesting entity or topic. For each 

textual review associated with a numerical overall rating. We assume all aspects using the same dictionary 

which contains n words and is denoted, 1 2{ , ,..., }nV    , each word V is represented by an m 

dimensional vector ( ), ( )v m n  . 

Let 1 2{ , ,..., }kA A A A  be a set of k – aspects in D, where an aspect iA  is a set of terms that 

characterize a rating factor in the reviews. We build the dictionary V  and identify word vectors in the task of 

aspect term extraction (in Section 4.2). We identify 1 2{ , ,..., }kA A A  for aspects in the task of aspect category 

detection and represent aspect. 

We denote the overall aspect weights for all textual review as a k - dimensional vector 

1 2( , ,..., )k    , where the i-th dimension is a numerical measure, indicating the degree of importance 

aspect iA . For each textual review d D , the overall rating is denoted by dO , it is given by the user and 

indicating levels of overall opinion of d. Aspect ratings for textual review d is a k - dimensional vector 

1 2( , r ,..., r )d d d dkr r , where the i-th dimension is a numerical measure, indicating the degree of satisfaction 

demonstrated in the review d D  toward the aspect iA . We represent aspects for review $d$ as feature matrix 

1 2X (x , x ,..., x )d d d dk , where each column xdi  is represented by averaging word vector of aspect iA  on 

textual review d.  

Both   for all textual reviews and aspect ratings dr for each textual review d D  are unknown, our 

goal is to discover them from the set given of textual reviews. 
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3.2. Our framework description 

In this section, we will describe our framework, it is a new direction in sentiment analysis research. 
The goal of our framework is to discover aspect ratings for each textual review as well as identify overall aspect 
weights for all textual reviews. For this purpose, three sub-tasks need to be addressed: (1) aspect term 
extraction, (2) aspect category detection, (3) discovering aspect rating and (4) overall aspect weight. We 
illustrate these tasks such as in Figure 1 and describe them as follows: 

(1) Aspect term extraction: Given a set of textual reviews with pre-identified entities (e.g., hotels, 
restaurants), each textual review including some sentences. We need to identify the aspect terms 
present in each sentence and then mix aspect terms into the set of aspects. For example, "The rooms 
were great and every time we left and came back it was cleaned". Term words are extracted such as 
"great", "rooms", and "cleaned" into the term list of aspect "Room". 

(2) Aspect category detection: Given a predefined set of aspect categories (e.g. room, service), for each 
sentence in a textual review, we attempt to identify the aspect category discussed in its text. For 
example, We stayed in a junior suite on ground level and it was spotlessly clean, great maid service 
and room service on tap 24/7. We can identify the aspect category discussed in this sentence is Service. 

(3) Discovering aspect rating and overall aspect weight: Based on the results performed in the sub task 
1 and in the sub task 2, we attempt to discover aspect ratings for each review. In Figure 2, we show an 
example of an input-output of our framework. The input is a textual review with only the overall 
ratings is given, the output are ratings of aspects which we need to discover. In addition, in the process 
of discovering aspect ratings for each review, we also attempt to identify the overall aspect weights for 
all reviews. The task identifies the overall aspect weights are very important and it is viewed as identify 
important aspects from the given set of textual reviews. 

 
Fig. 1. An illustration of the latent aspect mining framework with three sub-tasks are illustrated in rectangles and the result corresponding 

with them are in ovals 

A set of aspects 

1 2A={A ,A ,...,A }k  
Aspect rating dr  

for d D  

Assign aspect label for 
each sentence in d D  

A collection of 
reviews 

1 2 | |{d ,d ,...,d }DD   

 
Aspect term 
extraction 

Aspect category 
detection  

Discovering aspect 
rating and overall 

aspect weights  

Overall aspect 
weights 

 for all review     
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Fig. 2. An example of an input-output with the input on the left, and the output on the right. In which ratings of aspects: "Sleep Quality", 
"Rooms" and "Service" are discovered and assign them as numerical stars in the output 

4. The proposed method 

4.1. Aspect term extraction and aspect category detection 

In this section, we first introduce the word vector model and the semi-supervised learning constrained-
KMeans algorithm, then we propose a semi-supervised learning algorithm based on constrained-KMeans 
algorithm to extract aspect term for each aspect. The final, based on word vectors learned from the word vector 
model and the obtained list of terms of aspects, we propose a aspect category detection algorithm for each 
textual review. 

4.1.1. Word vector model 

Word vector model takes textual sentences in documents/reviews as input, and produces the 
representation for each word, many word vector models have been proposed such as in [24, 25, 26]. In this 
paper, we apply a simple and effective method [23], which contains two architectures named as the continuous 
bag of words (CBOW) model and the skip-gram model to learn word vectors. 

4.1.2. Constrained-KMeans algorithm 

The constrained-KMeans algorithm [27] is very effective in cluster data. Let 1 2{ , ,..., }nV     be 

a set of points and given a set of seed points 1 2{S ,S ,...,S }kS   of k-clusters, the clustering problem requests 

split $V$ into k -clusters. Unlike the traditional KMeans algorithm, this algorithm uses the seed clustering to 
initialize the KMeans algorithm. Thus, rather than initializing KMeans from k random means. We compute the 

h -th mean to initialize for the h -th cluster as 
1

( ), 1,2,...,
| |

h

h
Sh

v h k
S 

 


  . The seed clustering is 

only used for initialization, and the seeds are not used in the following steps of the algorithm. In the sub-sequent 
steps, the cluster memberships of the data points in the seed set are not recomputed in the assign-cluster steps of 
the algorithm - the cluster labels of the seed data are kept unchanged, and only the labels of the non-seed data 
are re-estimated.  

4.1.3. Aspect term extraction and aspect category detection 

In order to extract aspect term, we first split each review in all given reviews into sentences, then we use all 
sentences as input for word vector model (i.e. CBOW model or Skip-Gram model) and we use this model to 

learn word vector representations for words. Denoted 1 2{ , ,..., }nV     be a dictionary include all words 

presented as word vectors learned from the word vector model. Next, based on the dictionary V , we attempt to 
identify terms for each aspect as follows: Assuming that each aspect is provided a few seed terms, we propose 
using a semi-supervised constrained-KMeans algorithm to cluster words in V  into k -clustering words and then 
corresponding to each clustering word is a terms set of a specified aspect. Specifically, given the seed terms 

1 2{S ,S ,...,S }kS   of  k - aspects, and the dictionary V , we propose the algorithm to extract aspect term as 

Algorithm 1 in which we additional use the choosing threshold p . 
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Algorithm 1: Aspect term extraction 

Input: 1 2V={ , ,..., }m   , 1 2{S ,S ,...,S }kS  , choosing threshold p  

Step 0: Initialize (0) 1
( )

| |
h

h
Sh

v
S 

 


   , for 1, 2,..., ; 0h k t   

Step 1: Repeat until convergence 

1.1. assign aspect: For each V , if hS  assign   to the aspect h  (i.e. push it into set 
( 1)t
hA  ).  

For hS , if ( )( ( ), )t
hsim v p    and * ( )arg max ( ( ), )t

h hh sim v    then assign   

to the aspect *h  (i.e. push it into set ( 1)t
hA  )  

1.2. estimate means: 
( 1)

( 1)
( 1)

1
( )

| | t
h

t
h t

Ah

v
A 

 







   

1.3. ( 1)t t   

Output: 1 2{ , ,..., }kA A A A  

For aspect category detection, we attempt to map each sentence in a review into a specified aspect. 
From the dictionary V with word vectors learned from the word vector model and the list of terms of aspects 

1 2{ , ,..., }kA A A A  obtained in the algorithm 1, we use them to detect aspect category for each sentence in 

reviews. Specifically, given a collection of reviews 1 2 | |{d ,d ,..., d }D , for a review d , we split review d  into a 

set of sentences 1 2 | |S={s ,s ,..., s }S , after for a sentence Sis  , we average all the word vectors of words in its 

text, we denote this average vector as 
is . Then, we compute the cosine similarity between the average vector 

is  and the average vector of each aspect, we assign the sentence is  to the aspect that the maximum cosine 

similarity with this sentence. The algorithm detects aspect category is proposed as Algorithm 2. 

Algorithm 2: Aspect category detection 

Input: A collection of textual reviews 1 2 | | 1 2{d ,d ,..., d }, { , ,..., }D kD A A A A  , choosing threshold p  

Step 0: 
1

( ), h=1,2,..., k
| |h

h

A
Ah

v
A 

 


   

Step 1: for each d D  do 

1.1. Split review d  into a set of sentences 1 2 | |S={s ,s ,..., s }S  

1.2. 
1

( )
| |i

i

s
si

v
s 

 


  , for i=1, 2,..., |S|  assign aspect : if ( ( , ) )
ih ssim p    and 

* arg max ( , )
ih h sh sim    then assign is  to the aspect *h  

Output: All sentences in each review d D  are assigned to the aspect 

4.2. Discovering aspect ratings and overall aspect weights 

In this section, we apply a neural network model to discover aspect ratings for each review as well as 
overall aspect weights for all reviews.  

We assume both aspect ratings and overall aspect weights to be latent in a neural network model and call this 
model as Latent rating mining neural network model (LRMNN). In Figure 3 Shows the architecture of the 
LRMNN model. 
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Fig. 3. An illustration of the LRMNN model discovers aspect ratings and overall aspect weights for all reviews, in which are units at the 

hidden layer and are the weights between the hidden layer and the output layer. 

For a review d , we compute aspect feature vector dix  of aspect iA  by averaging word vectors for words in its 

text as follows: 

                                                               
1

1

Q

p
p

di Q

p
p

v

x

v









                                                            (1) 

where Q is the number of words, pv is the vector representation of p  in the text assigned to aspect iA , and 

| |y  means the 1L norm  of | |y  

Let 1 2w (w , w ,..., w )i i i in  be a weight vector of aspect iA . Then, the aspect rating dir is generated based on 

a linear combination of aspect vector feature and its weight vector as
1

~ .w
n

di dil il
l

r x

  [19]. Specifically, we 

assume that aspect rating is generated at the hidden layer of the neural network and compute it by:  

     0
1

sigm( x w w )
n

di dil il i
l

r


                                                                                       (2)  

Where sigm( ) 1/ (1 )yy e  , 0w i  is a bias term. 

The overall aspect weights for all review are the weights between the hidden layer and the output layer. The 
overall rating is generated at the output layer of the neural network and computed based on the weighted sum of 

a and dr  as follows: 

                                                   
1

k

d di i
i

O r 




                                                                          (3) 

 ..... 

do  

  ..... 

dr


 

Aspect vectors 

Aspect ratings 

Overall rating 

Word vectors 
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subject to 
1

1
k

i
i




 , 0 1i   for   1,  2,  . . . ,  i k  

Suppose 
1

1
k

i
i




  and 0 1i   instead of the overall aspect weight i  by the auxiliary overall aspect 

weight i


 as follows: 

1

exp( )

exp( )

i

i k

l

l

a













                                                                                                             (4) 

The equation (4) becomes a equation as follows: 

1

1

exp( )

exp( )

k
i

d di k
i

l

l

O r















                                                                                                   (5) 

Let dO  be the desired target values of the overall rating of review d , the cross entropy cost function for the 

review d  is as follows: 

log (1 ) log(1 )d d d d dC O O O O
 

                                                                            (6) 

The cross entropy error function (CEE) for the data set | |
1D={(r , )}D

d d dO   is, 

D D

(w, ) ( log (1 ) log(1 ))d d d d d
d d

E C O O O O
  

 

                                           (7) 

To avoid over fitting and no loss of generality, we add regularizers to the (w, , )E r 


. Regularization terms are 

ubiquitous. They typically appear as an additional term in an optimization problem 

 
2

D

1
( ) ( log (1 ) log(1 )))

2d d d d
d

E O O O O  
 



                                               (8) 

Where 1 2 kW (w , w ,..., w ) , 0 01 02 0w (w , w ,..., w )k , and [W, ] 


  is a set of the model 

parameters,  is the regularization parameter and 
2 2

i
i

   is a norm regularization term. In order to 

compute the parameters  , we apply back-propagation algorithm with stochastic gradient descent to minimize 

this cost function. Each element of the weights in the parameters   is updated at time t + 1 as : 

( )
( 1) ( )

E
t t

  



  


                                                        (9) 

where   is the learning rate. 
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The steps of the algorithm discover aspect ratings and overall aspect weights as in Algorithm 3. 

Algorithm 3: Discovering aspect ratings and aspect weights for each review 

Input: A collection of reviews 1 2 | |{d ,d ,..., d }D , each review d  is assigned overall rating dO , the learning 

rate  , the error threshold  , the iterative threshold I and the regularization parameter 1 , 2  

Step 0:   t=0;  

Initialize W , 0w , 


 

for each review d D , 

calculate each  Xdi dx  According to Eq. (1); 

Step 1: for  iter=0 to I do 

                for each pair (X ,O ) Dd d   do 

      1.1. Calculate i  According to Eq. (4); 

      1.2. Calculate dir  at time t at hidden layer According to Eq. (2); 

      1.3. Calculate  dO


 at time  t at output layer According to Eq. (3); 

      1.4. Update parameters in   at time t+1 using Eq. (8); 

Step 2: For offline learning, the Step 1 may be repeated until the iteration error 
D

1
 ( )

| |
dd

d

O O t
D





  is 

less than the error threshold or the number of iterations have been completed.  

Output: W , 0w , , R


 

After obtaining 0W, w , and 


 for review d , we compute each aspect rating dir  according to Eq. (2). For 

overall aspect weights for all reviews, we compute each i   according to Eq. (4). 

5. Experiments 

In this section, we first describe a real data set to empirically validate the our proposed framework. We 
then show some typical results achieved and use metrics to compare our proposed method with other methods. 

5.1. Data set 

We use a real data set contain 174,615 reviews of 1,768 hotels, where reviews are provided associated 
with overall ratings as well as with ground truth aspect ratings on 5 aspects: Value, Rooms, Location, 
Cleanliness, and Service. All the ratings in this data set are in the range from 1 star to 5 stars. 

We conduct pre-processing on this data set as follows: remove stop words and the words convert into 
lower cases. Stemming to remove the differences between inflected forms of a word, in order to reduce each 
word to its root form. After processing the data, we split reviews into sentences and be determined 2,126,919 
sentences. We also built a dictionary with 29,349 words (denote it as V ), which the frequency of each word in 
all reviews is no less than 10. Table 1 show statistical data in our experiments. 

Table 1. Evaluation Data Statistics 

Number of reviews 174615 

Number of hotels 1768 

Number of aspects 5 

Number of sentences 2126919 

Number of words in dictionary 29349 

5.2. Word vectors 

To obtained word vectors for words in the given data, we use the continuous bag-of-words architecture 
of Word2Vec with the window size of context is 7, the word frequency threshold is 10 and the size of word 
vector is 200 to learn word vector for each word. 
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5.3. Experimental result 

Based on the information about aspects provided in the data set, we aim at predicting aspect ratings 
corresponding to ground-truth aspect ratings. To support this task we select a few seed words (i.e. as in Table 2) 
for each aspect and use it to initialize input for our aspect term extraction algorithm. 

Table 2. Seed words given as initial input 

Aspect  Seed words  

Values value, price, money, usd 

Rooms rooms, room, space, bed 

Location location, centre, taxi, bus 

Cleanliness clean, dirty, filthy, damp 

Service service, manager, food, breakfast 

We perform the aspect term extraction algorithm with input are word vectors in V and seed words of aspects to 
identify the full list of keywords for each aspect. In Table 3, we show some the detected key terms of 5 aspects. 

Table 3. The detected key terms of some aspects 

Value Rooms Location Cleanliness Service 
gratuity 
steal 
tariff 
wattage 
26/day 
negotiated 
charges 
charged 
overcharged  
30/day 

pilled 
pillow 
suit  
sandpaper 
boxsprings 
stain 
cushion 
screws 
serta 
sagged 

zeil 
zoologischer 
harbourfront 
two-minute  
down-town 
15-20mins 
urgell  
one-minute 
clot 
tiergarten 

permeated 
sewage 
stale 
odour 
stank 
odors 
cigarette 
doelen 
disgusting 
non-smoking 

medallions 
tex-mex  
steak 
sakura 
japaneese 
agave  
oceania 
guinea 
itallian 
hibachi 

We perform the Algorithm 2 to detect aspect category for each review and we then mix words of the 
sentences of the same aspect, the word vectors of these words are used as input for the Algorithm 3. The 

Algorithm 3 is performed with initialize the learning rate 0.015  , the error threshold 410  , the 

iterative threshold  I=1000, the regularization 310  . In Table 4, we show the aspect rating determining for 
five hotels with the same mean (average) overall rating as 3.5 which we randomly select from our results 
achieved, note that the ground-truth aspect ratings in parenthesis. We can see that the result of aspect rating 
prediction very close to the value rating in the ground-truth aspects. 

Table 4. The aspect rating discover for five hotels 

Hotel Name Values Rooms Location Cleanliness Service 
Giada Hotel 3.7(3.8) 3.1(3.4) 4.0(4.5) 4.5(3.9) 3.8(3.5) 

Sivory Punta Cana Boutique Hotel 3.3(3.3) 4.3(3.8) 3.6(3.6) 4.2(4.0) 3.7(4.1) 

The Hotel California A Piece of 
Pineapple Hospitality 

3.3(3.7) 3.2(3.6) 3.9(3.9) 3.8(4.0) 3.8(3.8) 

Hotel Brunelleschi 3.4(3.3) 3.3(3.2) 4.1(4.7) 3.5(3.5) 3.9(3.5) 

Hotel Machiavelli Palace 3.6(3.7) 3.4(3.4) 3.9(4.3) 4.0(3.9) 3.8(3.6) 

In Table 5, we show the results of overall aspect weights. We can see the importance of each aspect, for 
example, the results here indicate that the aspects “Service”, “Rooms” are the most important aspects. This 
information is valuable to the hotel manager because it can help them to know which aspects are important to 
customers. 
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Table 5. Overall aspect weight of each aspect 

Aspects Overall weights 

Values 0.124 

Rooms 0.305 

Location 0.167 

Cleanliness 0.039 

Service 0.365 

5.4. Evaluation 

Because the given data have not the ground-truth aspect term as well as have not the ground-truth aspect 
category, therefore, we can'nt directly evaluate the results of the Algorithm 1 and the Algorithm 2. For the 
Algorithm 3, we evaluate the results of aspect ratings prediction in two cases: (1) aspect features are represented 
by bag of words, we use the dictionary contains 3,941 words; (2) aspect features are represented based on word 
vectors, we use the word vectors of words in text part of each aspect as inputs in a aspect features-level and 
compute the aspect feature representation as Eq. (1). 

Other models are compared our model LRMNN as follows: 

Global Prediction [28] : Using the global information of the overall ratings, each word is assigned a label as a 
rating value. After they classify each word into different rating values, the rating for each aspect is calculated by 
aggregating the rating of the words. However, this method does not infer aspect weights for reviews. 

LRR [19]: A method using probabilistic rating regression model to infers aspect weights and aspect ratings for 
each review.  

Prank [29]: We apply this algorithm to identify aspect ratings, but it is a fully supervised algorithm, it uses the 
aspect ratings in the ground-truth for training phase. 

LSAWs [30]: A least square based model for Identifying the overall aspect weights. 

5.4.1. Evaluation on aspect rating 

Let testD be a set of test data, we use the four metrics for evaluating aspect rating prediction, (1) root mean 

square error on aspect rating prediction (we denote it as aspect , lower mean better performance), (2) aspect 

correlation inside reviews [19] ( aspectP , higher mean better), (3) aspect correlation across reviews prediction 

[19] ( reviewP , higher mean better), (4) nDCG of aspect ranking in reviews ( DCGaspectn , higher mean better), 

using this metric to evaluate the model's ranking accuracy of aspects inside reviews with the ground truth aspect 
ratings are used as the graded relevance in the measure to measure the prediction quality of our proposed 
LRMNN model in comparison with other methods. 

1. Root mean square error on aspect rating prediction is defined as:  

| |
* 2

1 1

1
( ) /

| |

testD k

aspect di di
d itest

r r k
D  

    

where *
dir  is the ground-truth rating for aspect iA  , the predicted aspect rating dir . 

2.  Aspect correlation inside reviews is defined as: 

*

| |

,
1

1

| |

test

d d

D

aspect r r
dtest

P P
D 

   

where * ,d dr r
P  is the Pearson correlation between two vectors *

dr  and dr . aspectP  aims to measure how 

well the predicted aspect ratings can preserve the relative order of aspects within a review given by 
their ground-truth ratings. 

 

 

 

 

e-ISSN : 0976-5166 
p-ISSN : 2231-3850 Duc-Hong Pham / Indian Journal of Computer Science and Engineering (IJCSE)

DOI : 10.21817/indjcse/2020/v11i4/201104209 Vol. 11 No. 4 Jul-Aug 2020 356



3. Aspect correlation across all reviews is defined as: 

* ,
1

1
i i

k

review r r
i

P P
k 

   where *
ir  and ir  are the predicted and ground-truth rating vectors for aspect iA  

across all the reviews. * ,i ir r
P is the Pearson correlation between two vectors *

ir  and ir .  

4. Normalized discounted cumulative gain is defined as: 
| |

1

1
DCG

| |

testD
d

aspect
dtest d

DCG
n

D IDCG

   

where 
1

2 1

log( 1)

dirk

d
i

DCG
i




  is that highly relevant documents appearing lower in a search result 

list should be penalized as the graded relevance value is reduced logarithmically proportional to the 

position of the result. The discounted CG accumulated at a particular rank position d , dir  is the 

predicted aspect rating for aspect iA , dIDCG  is computed the same as the dDCG  but it uses aspect 

ratings in the ground-truth. 

We evaluate on two experimental cases, including aspect features based on bag of words and aspect features 
based on word vectors. In each the experimental case, the models used the same data set, we perform 5 times for 
training and testing, and report the mean value of metrics. In each time, we select randomly 75% of given 
reviews to train, the remaining 25% of given reviews to test. In Table 6, we show the mean value of four metrics 
for each method. 

Table 6. Comparison with other models 

Aspect feature Method 
aspect  aspectP  reviewP  DCGaspectn  

Bag of words 
(| | 3941)V   

Global Prediction 0.825 0.316 0.569 0.705 

LRR 0.718 0.363 0.638 0.736 

Our LRMNN 0.723 0.451 0.632 0.756 

PRank 0.439 0.624 0.743 0.898 

Word vectors 

 3941V   

LRR 0.743 0.403 0.654 0.844 

Our LRMNN 0.712 0.468 0.644 0.928 

PRank 0.412 0.631 0.777 0.925 

Word vectors 

 29349V   

LRR 0.738 0.406 0.659 0.823 

Our LRMNN 0.705 0.488 0.711 0.913 

PRank 0.409 0.635 0.779 0.924 

We can see that when aspect features present based on bag of words, although our model does not performs 

better than LRR model on aspect  and reviewP  but it performs better than Global Prediction on aspectP , reviewP  

and DCGaspectn  and it also performs better than LRR on aspectP  and DCGaspectn . The model PRank 

performs best in all metrics. However, this model is fully supervised (i.e. both aspect ratings and overall rating) 
while others are not. When aspect features represent based on word vectors with dimensional number is 200 and 
the dictionary size of words is | | 3941V   or |V|=29349 , we see that all models perform better when they use 

aspect features present based on bag of words. For each model, our model LRMNN performs better than LRR 

on aspect , aspectP  and DCGaspectn , the model Global Prediction only depend on bag of words that does not 

depend on the dimensional word vector, so we do not evaluate it in this experimental case. For each the 
dictionary size of words, we use | | 29349V   for metrics better than | | 3941V  . 

5.4.2. Evaluation on overall weighting aspects 

Since the given data have not the ground-truth aspect weights of aspects, we only can evaluate them 
indirectly through overall rating prediction. The combination of the predicted results of aspect rating and the 
inference results of aspect weight help us to predict overall rating.  
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We denote ( )GlobalPrediction LSAWs   is the vector of the overall aspect weights which is computed by the method 

LSAWs; PRR is the vector of the overall aspect weights and is computed by LRR algorithm; LRMNN is the 

vector of the overall aspect weights which is computed by the method LRMNN. 

We evaluate the quality of these overall aspect weights through three cases of overall rating prediction: (1)  

PRank + ( )GlobalPrediction LSAWs  , (2) PRank + PRR , (3) PRank + LRMNN  We choose the two popular 

metrics, Mean Absolute Error (MAE) and Root mean square error to measure the differences of overall rating. 

1. MAE is defined as: 

*

| |

1

1

| |

testD

dd
dtest

MSE O O
D 

   

2. RMSE is defined as: 

*

| |
2

1

1
( )

| |

testD

dd
dtest

RMSE O O
D 

   

Where *d
O denotes the ground-truth overall rating for review d, dO denotes the prediction overall rating for 

review d. The smaller MSE  or  RMSE  value means a better performance. 

Table 7. The differences of overall ratings predicted with ground-true overall ratings 

Algorithm MSE  RMSE  

PRank + ( )GlobalPrediction LSAWs   0.292 0.384 

PRank + PRR  0.260 0.363 

PRank + LRMNN  0.278 0.352 

In Table 7 shows results of these evaluations. We see that the overall aspect weights are identified based on the 
combination of Global Prediction and LSAWs gives the worst result. For the metric MSE , the LRR gives the 

smallest differences of overall ratings predicted. For the metric RMSE , the our LRMNN gives the smallest 
mean. So with this metric it indicates the overall aspect weights (i.e. important aspects) are identified from our 
model LRMNN is the best. 

6. Conclusion 

In this paper, we have proposed a latent aspect mining framework for aspect based sentiment analysis from 
textual review data. The framework includes four main sub-tasks, i.e aspect term extraction, aspect category 
detection, aspect rating detection for each review, and indentify overall aspect weights for all reviews. Through 
experimental results, we see that aspect vectors represented by averaging word vectors are more effective than 
represented by a bag of word model. In most of the metrics used in experiment, our model LRMNN outperforms 
Global Prediction and LRR model. 
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