
















Table 4: Number of Countries for each Cluster in Socio-Economic and Health Datasets 

 
 
 
 
 
 

5. Conclusion 

In this paper, a hybrid technique based on K-mean algorithm and farthest first algorithm is proposed to cluster 
the countries with HELP International socio-economic and health datasets. For this purpose, a set of data is 
obtained from Kaggle.com website. K-means++ and farthest first are utilized to categorize the countries based 
on the collected data. The experiments show that the hybrid performs better than K-means++ and the farthest 
first for clustering countries separately. The proposed hybrid approach significantly improves the clustering by 
minimizing the risks related to socio-economic and health data for each country. 
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Techniques/clusters Without risk Low risk Medium risk High risk 

k-means++ 31 61 2 73 

Farthest First 7 92 28 40 

Hybrid 32 46 27 62 
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