FINANCIAL TIME-SERIES PREDICTION WITH FEATURE SELECTION USING SIMPLEX METHOD BASED SOCIAL SPIDER OPTIMIZATION ALGORITHM
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Abstract - Financial sector is comprising of rising challenges and complexities. So, to handle time series prediction some recent artificial intelligent techniques are developed. In this paper, a technique named Simplex Method based Social Spider Optimization (SMSSO) is developed to predict time-series datasets like absenteeism at work, energy consumption, blog feedback data, and currency exchange rate. Performance of different artificial intelligence methods are checked with and without some feature selection techniques like ANOVA, Kruskal Wallis, and Friedman test. Required features are selected that reduces the size of data to make easy analysis. Recent year data is associated in testing and the previous year’s data is used in training. The performance parameters during classification are Mean Square Error (MSE) value and time for execution which is divided into training and testing time. Results show 0.542 as minimum MSE in 1.142 sec of testing time when associated with ANOVA in currency exchange rate, 0.613 MSE in 2.102 sec of testing time when associated with Kruskal Wallis in Blog feedback data, and 0.403 MSE in 1.367 sec of testing time when associated with Friedman test using electricity consumption and 0.210 of minimum MSE in 2.102 sec of testing time without any feature selection with blog feedback data in case of SMSSO-NN. The SMSSO-NN results are also compared with different classification algorithms like Rough Set Theory and Structured Singular Value (SSV).
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1. Introduction

Time-series datasets are a collection of observations that are treated equally when the future is being predicted. They are mostly noisy and non-stationary. Financial time-series data is referred to as non-stationary as its statistical properties, i.e. mean and variance changes with time. Differences are due to variations in economic and business cycles like in summer months the demand for air travel is high, which affects the fuel prices and exchange rates [1].

The challenging task for the forecast of financial time-series data is to build a predicting technique that can capture the maximum changes in the data. Traditional statistical methods like exponential smoothing, moving averages, Auto-Regressive Integrated Moving Averages (ARIMA), etc. failed to provide accurate predictions during the testing of data. Later many different computational intelligent models like ANN, swarm intelligence, fuzzy systems, etc. provided better prediction results [2].

One instance of time series data is Currency exchange rates which depicts the value of one currency in another. Accurate prediction is helpful for the business and brokers to take better decisions ignoring its geographic dispersion, core business, and all sorts of firms.

Another time series data which is considered as Absenteeism at work that describes the absence of employees at work in the company. This leads to a loss of quality and productivity of work. It is a challenging task and is non-linear in behaviour. Thus, it is needed to be predicted through the neural network model.

The third category of time series data is Blog feedback datasets which are also non-linear and chaotic in nature as they deal with the sentiment of the public.

Finally, the Energy consumption dataset is also considered to be a time series data which is a multivariate type of time-series dataset that describes the electricity consumption for four years.

The objective of the article is to provide a timely and accurate analysis of different time series data. The correct analysis of currency exchange rate will strengthen the inter country relations thereby improving global economy. Accurate analysis of absenteeism at work will make the supervisors better prepared in case of employee absence so the productivity and efficiency of the work will increase. A prior forecasting of electricity consumption values will make the users as well as providers better prepared in case of power failure. The blogger as well as developer can be better prepared if accurate analysis results are provided.

The non-linearity and chaotic nature of time series datasets has always been the centre of attention of all the investors, analysts and researchers. Day by day more and more researchers are getting motivated and more and more money is being invested in this sector. So far the modelling of time series datasets has not been possible. In this article an attempt has been made to model various types of time series data with considerable accuracy.

An evolutionary model is required to deal with the randomness of financial time-series data. In this paper, the financial prediction is assessed by using a Simplex Method based Social Spider Optimization (SMSSO) technique. A comparative study is also discussed with other classification techniques. Classification is done with and without feature selection. A survey associated with different type of method used for financial prediction in a different environment is deliberated in Section 2. SSO and SMSSO are explained in Section 3. Different classification methods are described in Section 4. In Section 5, some feature selection algorithms are discussed. In Section 6, results are drawn, and finally, the conclusion is described in section 7.

2. Related Works

A combination of SVM, RST, BPNN, and multiple feature selection together forms an ensemble-based model (EBM) that is used to solve the two-class imbalanced classification problem. EBM shows 96.94% of classification accuracy in Taiwan databases and 91.92% of accuracy in real-life databases. This RST is used to extract valuable information from EBM to take suitable decisions. EBM lacks in comprehensibility [3]. Artificial Neural Network (ANN) is used to predict consumer behaviour in business-related activities. It provides better results than traditional discriminant analysis. Multilayer Perceptron (MLP) shows 78.79% of detection rate, which is higher than discriminant analysis. MLP takes less time to implement. A second derivative ANN could have been used for better results [4]. MLP neural network trained with the backpropagation algorithm shows higher accuracy and efficiency in the credit scoring system. Average random choosing model is used that provides 87% of classification accuracy using the German test dataset, which is 5% higher than other literature surveys in recent years. The results could have improved by the implementation of any feature selection method [5].

A neuron model built on the dendrite tool is developed to give an effective solution to risk management in a financial time-series environment. The prediction performance is related to other ANNs like MLP, ANFIS, Elman NN, SMN, etc. in five-time-series datasets which are SSE composite index, N225, DAX index & DJI average. It shows better accuracy than other ANN methods in the five-time-series datasets with the mean square error of 1.11E-03 in the Thomas time-series dataset. It could also be used to provide better results in commerce forecasting problems [6]. A recurrent computationally efficient functional neural network (RCEFLANN) is developed to predict the stock price indices that show the best result when trained with differential evolution. It is compared
with other evolutionary techniques like DE, HMRDSO, PSO, etc. and its performance is much better than these techniques as well as with other FLANN techniques. The volatility of stock price indices can be estimated through this technique as it shows low variance [7]. A model named Particle Swarm Optimization trained Quantile Regression Neural Network (PSOQRNN) is developed to forecast volatility from financial time-series. It is compared with other ANN methods, i.e. MLP, GARCH, GNM, GMDH, RF QRRF, QRRN, etc. on a majority of 8 financial time-series datasets like USD versus JPY, Gold price, GBP, S&P 500, Crude Oil price, EUR & INR and NSE India stock index in terms of mean square error. PSOQRNN shows 0.0000000612 as a mean square error in the US-EUR dataset, which is much minimum than other ANN techniques [8]. A two 3-stage model is developed, which is a hybridization of chaos theory, MLP & multi-objective PSO and hybridization of chaos theory, MLP and non-dominated sorting genetic algorithm-II (NSGA-II) to estimate the financial time-series. A combination of chaos+MLP+NSGA-II technique shows better MSE, i.e. 0.01153 using a gold price dataset which is minimum than other combinational techniques. This proposed algorithm can be used in non-financial data [2].

### 3. SMSSSO-NN

SMSSSO is a modification of the SSO method that is applied to overcome some limitations of the SSO method. The SSO method is described first.

#### 3.1 SSO method

This method was recommended by Erik Cuevas in 2013[9, 10, and 11]. In this, the cooperative performance of social spiders is imitated [9, 12, 13, and 14]. In this method, there are two search agents, i.e. male and female spiders. In this, the male population is less than the female population (i.e. 65-90%) [9, 15]. The mathematical model, as suggested by Erik Cuevas, is described below:

**3.1.1 Assignment of Gender**

SSO method is female-dominated. The number of females \(M_f\) is calculated according to the equation discussed below [9, 10, and 11]:

\[
M_f = \text{floor}\left((0.9 - \text{rand} \times 0.25) \times P\right)
\]

where \(P=\) total population
\(\text{rand}=\) random number between [0,1]

Here, the females are chosen randomly from 65-90% of the whole population \(P\).

The number of males is calculated as given below:

\[
M_m = P - M_f
\]

**3.1.2 Fitness Calculation**

Calculation of the fitness of every individual is done with the help of a weight \(w_n\) that updates the resulting quality of every spider ‘n’ impartial of gender in the total population \(P\). So, \(w_n\) can be expressed as:

\[
w_n = \frac{J(P_{Pn}) - \text{worst}_{Pn}}{\text{best}_{Pn} - \text{worst}_{Pn}}
\]

where \(J(P_{Pn})=\) fitness value created by evaluation of spider position \(P_{Pn}\) as per the objective function \(J(.)\)

\(\text{worst}_{Pn}=\) worst individual

\(\text{best}_{Pn}=\) best individual

**3.1.3 The vibration occurs in their webs**

During the optimization process, spiders interact with each other by the vibration of their strings within the webs. Thus, the vibration that is received by the spider characterizes the weight of the spider.

\[
X_i a_{ij} = w_i e^{-D_{ij}^2}
\]

\(D_{ij}=\) Euclidian distance between ith and jth spiders
\(X_i a_{ij}=\) Vibrationsent by spider ‘j’ to spider ‘i’.

**3.1.4 Cooperative performance of female spiders**

Vibration generated by the spiders emit’s over communal web progresses an act of repulsion or attraction among the spiders that can be discussed as:

\[
F_i(t+1) = \left\{ \begin{array}{ll}
F_i(t) + & \alpha \times X_i a_{k,c}(p_c - F_i(t)) + \beta \times X_i a_{i,best}(p_b - F_i(t)) + \\
& \gamma (\text{rand} - 0.5), \quad p_r < TH
\end{array} \right.
\]

\[
F_i(t+1) = \left\{ \begin{array}{ll}
F_i(t) - & \alpha \times X_i a_{k,c}(p_c - F_i(t)) - \beta \times X_i a_{i,best}(p_b - F_i(t)) + \\
& \gamma (\text{rand} - 0.5), \quad p_r \geq TH
\end{array} \right.
\]
where $\alpha$, $\beta$, $\gamma$, $p_r$, and $\text{rand}$ are random numbers i.e. $[0, 1]$

t = number of iterations

$TH =$ threshold value

$p_c =$ nearest member of spider $i$ with higher weight.

$p_b =$ nearest member of spider $i$ that is the best individual in the total population.

3.1.5 **Cooperative performance of male spiders:** Male spiders are distributed into dominant and non-dominant classes. Dominant classes belong to better fitness rather than non-dominant classes. They are more fascinated by female spiders in the common web. Non-dominant classes are focused on the core area of the male population so that they can use the possessions which are misused by the dominant classes.

$$N_i(t+1) = \begin{cases} N_i(t) + \alpha \times X_{i,a_i} (p_f - N_i(t) + \gamma(\text{rand} - 0.5)) & \text{if } w_{p_f+i} > w_{p_f+h} \\ N_i(t) + \alpha \times \left( \frac{\sum_{h=1}^{M} N_h(t) \times w_{p_f+h}}{\sum_{h=1}^{M} w_{p_f+h}} - N_i(t) \right) & \text{if } w_{p_f+i} \leq w_{p_f+h} \end{cases}$$

(7)

$$N_i(t+1) = \sum_{h=1}^{M} \left( \frac{w_{p_f+h}}{\sum_{h=1}^{M} w_{p_f+h}} - N_i(t) \right)$$

(8)

where $p_f$ = female individual which is nearest to $i$ male member

$w_{p_f+i}$ = mean weight of the male population $N$

3.1.6 **Mating Operator:** Males mate with the females within a precise radius called the mating radius, which is given in equation (2). A roulette wheel is taken to choose the parents randomly. When more than one male and female are present, then the parents are chosen as per their fitness values. Thus, a new offspring is produced by combining the genes of males and females. Then, the fitness value of the male and female spiders are considered and related to the worst spiders in the whole population. Thus, if a new spider is fittest than the previous spider, then the worst spider is eliminated, and the new spider is included in the population.

$$k = \sum_{j=1}^{r} \frac{(r_j^{\text{high}} - r_j^{\text{low}})}{2-r}$$

(9)

$r =$ dimension of the problem

$T_j =$ upper bound

$T_j =$ lower bound

3.2 **SMSSO-NN**

The SMSSO method is incorporated in neural network in the form of SMSSO-NN. The SMSSO-NN consists of a hidden layer added to information and output layer. The size of agents is assumed to be 30. Each agent is considered to be a one dimensional vector with weights and bias.

The SMSSO trained NN can be summarized as follows:

- **Initialize:** Here, each agent is having random set of weights and bias.

- **Evaluate fitness:** Here, the optimum set of weights and biases are created in accordance to the minimized Mean Squared Error (MSE). This can also be called as fitness function.

- **Update position:** The spider’s position is updated.

SSO has some limitations like as low convergence rate while solving complex problems, which is one of the reasons for high computational cost. Thus, the simplex method is used to eliminate trapping of SSO in local minima by increasing the convergence rate [9, 16].

![Fig.1. Representation of the simplex technique](image-url)
Figure 1 shows the graphical diagram of the simplex technique [9, 17, 18, and 19].

The process of SMSSO algorithm is discussed below:

(i) During the evaluation process of all spiders in the entire population, \( Q_a \) spider is assumed to be replaced while choosing the global best \( Q_b \) & second best \( Q_d \). The corresponding values of fitness are \( f(Q_b), f(Q_a) \) & \( f(Q_d) \).

(ii) The middle position \( (Q_e) \) is calculated using the equation given below:

\[
Q_e = \frac{(Q_b+Q_d)}{2}
\]  

(iii) The reflection point \( (Q_g) \) is discussed using the formula given below:

\[
Q_g = Q_e + \alpha (Q_e - Q_a)
\]  

\[\alpha = \text{reflection coefficient} = 1.\]

(iv) Comparing the fitness values of \( Q_g \) & \( Q_b \)

If \( f(Q_g) < f(Q_b) \) then the extension operation is done using the formula given below:

\[
Q_c = Q_e + \gamma (Q_g - Q_e)
\]  

where \( \gamma = \text{extension coefficient} = 2 \)

Then, the comparison between fitness values of global best \( Q_b \) is made with the extension point \( Q_c \).

If \( f(Q_c) < f(Q_b) \), then the replacement of \( Q_a \) is done with \( Q_c \) else using \( Q_g \) as a substitute of \( Q_a \).

(v) Comparing the fitness value of \( Q_g \) with \( Q_d \)

If \( f(Q_d) > f(Q_g) \), then the compression operation is done with the equation given below:

\[
Q_h = Q_e + \beta (Q_a - Q_e)
\]  

where \( \beta = \text{condense coefficient} = 0 \).

After that, the fitness parameter of condense point \( Q_h \) is compared with \( Q_a \)

If \( f(Q_h) < f(Q_a) \), then \( Q_a \) is replaced by \( Q_h \) else using \( Q_g \) as a substitute of \( Q_a \).

(vi) If \( f(Q_b) < f(Q_g) \) then \( Q_b \) is replaced by \( Q_g \) as a substitute of \( Q_b \).

The shrink operations are done for identifying the condex point \( Q_f \) where \( \beta \) acts as a shrink coefficient.

\[
Q_f = Q_e - \beta (Q_g - Q_e)
\]  

If \( f(Q_f) < f(Q_a) \) then \( Q_a \) is replaced by \( Q_f \) else using \( Q_a \) as a substitute for \( Q_a \).

The data flow diagram of the SMSSO algorithm is given in Fig.2.

The data flow diagram of the SMSSO-NN is given in Fig.3.
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Fig.2. Data flow diagram representation of SMSSO Algorithm
4. Classification Problems.

4.1 Structured Singular Value (SSV):
SSV function works for a set of uncertain problems. \( \mu \) is a real-valued function that depends on complex matrices with a fixed dimension. The robustness analysis problem is solved with the help of some key properties. It is difficult to implement the analysis test with the computation of \( \mu \). Thus, refined upper & lower bound are derived. In Fig.4 feedback loop is described. According to the figure, the diagonal matrix block, i.e. \( N = \text{diag}(N_1, N_2, ..., N_n) \) is linked to complex matrix \( P \). \( N_i \) dimensions are fixed, and they are assumed to be complex matrices called uncertainty blocks. They are uncertain except bounded on for maximum singular values: \( \delta(N_i) \leq t \) for all \( i \). The objective is to get the smallest unknown blocks set \( N_i \), which is the smallest value of \( t \) due to which the feedback loop’s difference \( I - PN \) matrix is singular:

\[
\frac{1}{\mu} := t_m := \min_{t \in [0, \infty]} \{ t \text{ such that } \det(I - NP) = 0 \}
\]

where \( N = \text{diag}(N_1, N_2, ..., N_n) \) and \( \delta(N_i) \leq t \) for all \( i \).

The reciprocal of \( \mu \) is \( t_m \). \( \mu \) is explained as a function of \( P \) for a given block \( N \) where \( P \) is obtained by evaluating the transfer matrix \( P(s) \) at a certain point \( s = s_o \) in the complex plane. Here, the closed-loop system has a pole at \( s_o \) as \( t_m \) provides the smallest set of uncertainty \( P \). The system can be a move to an unstable zone if the evaluation of \( \mu(N(s)) \) is done with the \( s \)-plane imaginary axis and get the smallest size of uncertainty set [20].
4.2 Rough Set Theory:  
An important tool proposed by Professor Pawlak in 1982, i.e. Rough Set Theory [21]. It has two parts. 1st part forms the classification of concepts, relation database, and rules. 2nd part discovers the classification of similarity relation and estimation of the target knowledge. The rough set theory deals with uncertain information where the collection of the membership function is uncertain. In this algorithm, to describe the imprecise concepts, two accurate boundary lines are formed. Here, a decision table is existing where every data are ordered in a table. In this decision table, rows represent the objects and columns represent the features. In a dataset, the class label corresponds to the class that belongs to each row. The class label is represented as decision attributes, and rest are represented as condition attributes where P is the condition attributes and Q is the decision attributes such that \( P \cap Q = \emptyset \), a \( k_i \) ith tuple of the data table. According to equivalent classes introduced by attribute value, this algorithm is divided into three regions, i.e. upper approximation, lower approximation, and boundary. Upper approximation consists of all the objects that are categorized probably. Lower approximation consists of all the items that are being categorized as per the collected data. The boundary contains the objects which are in between lower and upper approximation. Let \( A \) = fixed universe of discourse, \( B \) = any comparable relation defined on A. \((A, B)\) is called the approximation space consists of let \( T_1, T_2, T_3 \ldots \ldots, T_n \) elements. Assembly of these elements is called a knowledge base. Thus, the upper and lower approximation for any subset M of A is described as:

\[
BM = \bigcup \left\{ \frac{T_i}{T_i \in M} \right\} \\
\bar{BM} = \bigcup \left\{ \frac{T_i}{T_i \in \emptyset} \right\}
\]

Thus, \((BM, \bar{BM})\) is called a rough set. When M is clear by its approximations, A is distributed into three regions, i.e. negative region \( NG(M) \), boundary region \( Br(M) \), and positive region \( PSR(M) \).

\[
PSR(M) = BM \\
NGR(M) = A - \bar{BM} \\
Br(M) = BM - BM
\]

It is trivial that if \( Br(M) = \emptyset \), then B is exact.

This method acts as a mathematical tool. Rough sets based methods are defined in [22, 23]. The main benefit of this method is that no added information about the data is needed as in fuzzy set theory, probability in statistics, etc. [24, 25]

5. Feature Selection Algorithm

5.1 The Kruskal-Wallis Test

Kruskal-Wallis is a non-parametric technique that examines the similar behaviour between the samples of the same source from the same circulation or not. In this test, there is a comparison between free samples of dissimilar sample dimensions. The null hypothesis is tested, but if allocations are found dissimilar, then this test withdraws the null hypothesis while the same medians are present [26]. Therefore, the data vectors transfer to the growing order of ranks (R), i.e. \( T=1 \) to \( T=n \). In the existence of equal value sequences, there is the assignment of mean ranks. So, the test statistic is described below:

\[
H = \frac{12}{n(n+1)} \left( \sum_{m=1}^{l} \frac{k_m^2}{P_m} \right) - 3(n+1)
\]

where \( k_m \) = rank sum of \( m^{th} \) group, \( n = \sum_{m=1}^{l} P_m \) is the sample size.

The Kruskal-Wallis test is defined through an algorithm I.

Algorithm I

Input: \( l \times q \) matrix, where \( l \) is the size of attributes and \( q \) is the size of instances

Output: topmost P attributes

To individual attribute \( f_i \) do

\( i = 1, 2, \ldots, l \) \hspace{1cm} \( j = 1, 2, \ldots, q \)

a rank \( R_j \) is assigned to individual attribute value

\( r_k = \sum_{f_j \in R} R_j \) is calculated for each class \( k \)

using equation(21) the \( H \)-value is calculated

\( \text{the } P\text{-value (}p\text{) equivalent to individual } H \text{ values is calculated by } \chi^2 \text{ distribution curve} \)

\( <i,(H_i,p_i)> \) is emitted

End for
For each attribute \( f_i \) do
If \( p_i < 0.001 \) then
the attribute \( f_{i1} \) is selected
Else
the attribute is discarded
End if
End for

\(<(f_{i1}, f_{i2}, \ldots)> \) is emitted

5.2 The Friedman test

Friedman test for equal sample sizes is a non-parametric method for this type of \( k \) dependent class. This alternative hypothesis is tested against the null hypothesis, i.e. \( H(0) = F(1) = F(2) = \ldots = F(k) \). Here the ranking of data vector is in ascending order that ranges from \( R = 1 \) to \( R = M \) separate for individual classes where \( M \) = sample size in the individual class [26]. Statistics of the Friedman test is considered as:

\[
F = \frac{12}{mk(k+1)} \left( \sum_{i=1}^{k} r_{i}^2 \right) - 3 \times m(k + 1) \tag{22}
\]

where \( r_{i} \) = the rank of \( i^{th} \) class
\( k \) = class size
Friedman test is discussed in algorithm II
Algorithm II:
Input: \( l \times q \) matrix where \( l \) = size of attributes and \( q \) = size of instances
Output: topmost \( P \) attributes
Begin
\( T \) individual attribute \( f_i \) do
the attribute price is divided into their several classes(let \( M \) denotes sample size) \( i = 1, 2, \ldots, l \)
rank \( R_{j} \) is assigned to individual feature value of individual class \( k \) where \( j = 1, 2, \ldots, M \)
\( r_{k} = \sum f_{ij} \) is calculated for each class
the \( P \)-value \((p_i)\) equivalent to individual \( F \)-value is calculated by \( \chi^2 \) distribution curve
\(<(F_{i}, p_{i})>\) is emitted
End for
For each attribute \( f_i \) do
If \( p_i < 0.001 \) then \( f_{i0} \), the attribute is selected
Else
The attribute is discarded
End if
End for

\(<(f_{i0}, f_{i2}, \ldots)> \) is emitted
End

5.3 ANOVA

ANOVA imagines the presence of significant differences among multiple samples means and is valuable in associating the ‘multiple mean’ standards of the dataset [26]. For ANOVA, the statistic is called as \( F \)-statistic, and it is calculated by given steps:-

(i) Variation calculation among the group:-

\[
Between Sum of Square(BSS) = v_1(Y'_1 - Y')^2 + v_2(Y'_2 - Y')^2 + \ldots \tag{23}
\]

\[
Between Mean Squares(BMS) = BSS/df \tag{24}
\]

(ii) Variation calculation among the group:-

\[
Within Sum of Squares(WSS) = (v_1 - 1)p_1^2 + (v_2 - 1)p_2^2 + \ldots \tag{25}
\]

\[
Within Mean Squares(WMS) = WSS/df_w \tag{26}
\]

where \( df \) = degree of freedom
\[ df_w = (V-n) \]
\[ \sigma = \text{standard deviation} \]
\[ V = \text{size of sample} \]
\[ n = \text{size of group} \]
\[ V_n = \text{sample size in ‘n’ group} \]

(iii) F-test static calculation is described as:
\[ F = \frac{BMS}{WMS} \]  
\[ (27) \]

ANOVA implementation is discussed in algorithm III

Algorithm III
Input: 1 X q matrix, where l is the size of attributes and q is the size of instances
Output: topmost P attributes

Begins
For individual attributes \( f_i \) do
\[ \text{BMS is calculated with equation (24) } \]
\[ \text{WMS is calculated with equation (26) } \]
\[ \text{F-value is calculated } (F_i = \frac{BMS}{WMS}) \]
\[ \text{the p-value is calculated } (p_i) \text{ equivalent to individual F-value by the F-distribution curve.} \]
\[ \text{Emit}<i, (F_i, p_i)> \]
End for
For each attribute \( f_i \) do
if \( p_i < 0.001 \) then
\[ \text{attribute is selected called } f_{s_i} \]
else
\[ \text{attribute is discarded } \]
end if
end for
\[ \text{emit}<f_{s_1}, f_{s_2}, ...> \]
end

6. Results and Discussion

Three kinds of time-series datasets are utilized to estimate the performance of the algorithms. First, feature selection is made from the training data, then the feature selection of significant attributes takes place. Then the significant features are provided to the multilayer perceptron model where the parameters are updated using SMSSO-NN algorithm. The performance comparison of SMSSO-NN is made with and without feature selection methods. The methods are also compared with Rough Set Theory and SSV. The performance of the algorithm is estimated by using the Mean Squared Error (MSE). The MSE can be calculated as:
\[ MSE = \frac{\sum_{n=1}^{N}(Y_n - T_n)^2}{N} \]
\[ (28) \]

where \( Y_n \) = expected output
\( T_n \) = target
\( N \) = total data sample size

The MATLAB software is used for simulation of the results in this section.

6.1 Dataset Details

a) The database consists of a record of absenteeism in office for a duration of three years, i.e. July 2007 to July 2010 at a Brazilian courier company. There are 740 instances and 21 attributes [27]. Training data is taken from July 2007 to July 2009. Prediction is completed for the year July 2010.

b) The second database is the currency exchange rate from INR to USD. The data collection is done from 1st May 2010 to 1st May 2019. The dataset consists of 2430 rows and six attributes [28]. The training data is from the period of May 2010 to 2018. Testing data is for May 2019.
c) The third data is resulting from blog posts [29]. HTML-documents consists of blog posts that are administered. Prediction is made for all the comments that are from each blog post. Blog posts of previous days are taken as training, and the next day blog posts are taken for testing.

d) The Electricity consumption data [30] is at 10 min intervals for 4.5 months. Humidity and temperature conditions are monitored by the ZigBee wireless sensor network. Previous month Electricity consumption data is taken as training and Electricity consumption of the next day is taken for testing.

Normalization of the data is first done using min-max normalization. The min-max normalization formula is given by:

\[ X_{norm} = \frac{X_{orig} - X_{min}}{X_{max} - X_{min}} \]  \hspace{1cm} (29)

### 6.2 Simulation results

Feature selection algorithms are discussed with SMSSO-NN, SSV and Rough Set Theory in Tables 2, 4, and 6, respectively. The performance of SMSSO-NN, SSV, and Rough Set Theory without feature selection algorithm is discussed in Tables 3, 5, and 7, respectively. The performance of each technique is estimated by MSE value. MSE convergence curve for SMSSO-NN, SSV, and Rough Set Theory for time-series datasets such as absenteeism at work, currency exchange rate, blog feedback dataset, and energy consumption datasets with the use of feature selection algorithm is shown in figure 5, 6, 7, and 8. Comparison of actual versus predicted stock values for SMSSO-NN, SSV, and Rough Set Theory for absenteeism at work dataset with feature selection methods such as ANOVA, Friedman test and Kruskal-Walis is shown in figure 9, 13 and 17. Comparison of actual versus predicted stock values for SMSSO-NN, SSV, and Rough Set Theory for the currency exchange rate dataset with algorithms of feature selection is shown in figure 12, 16 and 20 respectively. Comparison of actual versus predicted stock values for SMSSO-NN, SSV, and Rough Set Theory for blog feedback dataset with algorithms of feature selection is shown in figure 10, 14 and 18 respectively. Comparison of actual versus predicted stock values for SMSSO-NN, SSV, and Rough Set Theory for electricity consumption dataset with algorithms of feature selection is shown in figure 11, 15, and 19 respectively.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>No. of samples</th>
<th>No. of features</th>
<th>Feature selection methods</th>
<th>No. of features selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>740</td>
<td>21</td>
<td>ANOVA</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KRUSKAL-WALIS</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FRIEDMAN TEST</td>
<td>13</td>
</tr>
<tr>
<td>Currency Exchange</td>
<td>2430</td>
<td>6</td>
<td>ANOVA</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KRUSKAL-WALIS</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FRIEDMAN TEST</td>
<td>5</td>
</tr>
<tr>
<td>Blog feedback data</td>
<td>52397</td>
<td>281</td>
<td>ANOVA</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KRUSKAL-WALIS</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FRIEDMAN TEST</td>
<td>210</td>
</tr>
<tr>
<td>Electricity Consumption</td>
<td>19736</td>
<td>29</td>
<td>ANOVA</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KRUSKAL-WALIS</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FRIEDMAN TEST</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 1 describes each dataset in a detailed manner with the important features selected from each of the feature selection algorithms.
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Table 2: Particulars of each method with feature selection while testing in SMSSO-NN

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>Datasets</th>
<th>Time (in seconds)</th>
<th>MSE value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training time</td>
<td>Testing time</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Absenteeism at work</td>
<td>3.431</td>
<td>1.232</td>
</tr>
<tr>
<td></td>
<td>Currency exchange rate</td>
<td>1.142</td>
<td>1.341</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>3.112</td>
<td>1.302</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>2.321</td>
<td>1.452</td>
</tr>
<tr>
<td>KRUSKAL-WALIS</td>
<td>Absenteeism at work</td>
<td>2.821</td>
<td>1.403</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.801</td>
<td>1.471</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>2.102</td>
<td>1.242</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>3.321</td>
<td>1.430</td>
</tr>
<tr>
<td>FRIEDMAN TEST</td>
<td>Absenteeism at work</td>
<td>3.414</td>
<td>1.112</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.131</td>
<td>1.563</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>2.418</td>
<td>1.432</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>3.114</td>
<td>1.367</td>
</tr>
</tbody>
</table>

Table 3: Particulars of each datasets while testing without using any feature selection method in SMSSO-NN

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Training Time (in seconds)</th>
<th>Testing time in seconds</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>3.821</td>
<td>1.201</td>
<td>0.451</td>
</tr>
<tr>
<td>Currency exchange</td>
<td>1.412</td>
<td>1.280</td>
<td>0.345</td>
</tr>
<tr>
<td>Blog feedback Data</td>
<td>3.804</td>
<td>2.102</td>
<td>0.210</td>
</tr>
<tr>
<td>Electricity Consumption</td>
<td>3.121</td>
<td>2.371</td>
<td>0.309</td>
</tr>
</tbody>
</table>

Table 4: Particulars of each methods while testing with feature selection in SSV

<table>
<thead>
<tr>
<th>Feature selection Technique</th>
<th>Datasets</th>
<th>Training Time (in seconds)</th>
<th>Testing time (in seconds)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>Absenteeism at work</td>
<td>3.312</td>
<td>1.203</td>
<td>0.803</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.201</td>
<td>1.302</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>3.131</td>
<td>1.421</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>2.342</td>
<td>1.328</td>
<td>1.112</td>
</tr>
<tr>
<td>KRUSKAL-WALIS</td>
<td>Absenteeism at work</td>
<td>2.809</td>
<td>1.352</td>
<td>0.923</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.927</td>
<td>1.238</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>2.121</td>
<td>1.219</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>3.546</td>
<td>1.297</td>
<td>1.523</td>
</tr>
<tr>
<td>FRIEDMAN TEST</td>
<td>Absenteeism at work</td>
<td>3.432</td>
<td>1.206</td>
<td>1.614</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.152</td>
<td>1.307</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>2.421</td>
<td>1.421</td>
<td>0.901</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>3.102</td>
<td>1.415</td>
<td>0.931</td>
</tr>
</tbody>
</table>

Table 5: Particulars of each datasets while testing without any feature selection in SSV

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Training Time (in seconds)</th>
<th>Testing Time (in seconds)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>2.412</td>
<td>1.103</td>
<td>0.713</td>
</tr>
<tr>
<td>Currency exchange</td>
<td>1.611</td>
<td>1.341</td>
<td>0.721</td>
</tr>
<tr>
<td>Blog feedback Data</td>
<td>2.731</td>
<td>1.425</td>
<td>0.741</td>
</tr>
<tr>
<td>Electricity Consumption</td>
<td>2.824</td>
<td>1.432</td>
<td>0.612</td>
</tr>
</tbody>
</table>
Table 6: Particulars of each method while testing with feature selection in Rough Set Theory

<table>
<thead>
<tr>
<th>Feature selection Technique</th>
<th>Datasets</th>
<th>Training Time (in seconds)</th>
<th>Testing time (in seconds)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>Absenteeism at work</td>
<td>3.312</td>
<td>1.203</td>
<td>0.803</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.201</td>
<td>1.302</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>3.131</td>
<td>1.421</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>2.342</td>
<td>1.328</td>
<td>1.112</td>
</tr>
<tr>
<td>KRUSKAL WALIS</td>
<td>Absenteeism at work</td>
<td>2.809</td>
<td>1.352</td>
<td>0.923</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.927</td>
<td>1.238</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>2.121</td>
<td>1.219</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>3.546</td>
<td>1.297</td>
<td>1.523</td>
</tr>
<tr>
<td>FRIEDMAN TEST</td>
<td>Absenteeism at work</td>
<td>3.423</td>
<td>1.206</td>
<td>1.614</td>
</tr>
<tr>
<td></td>
<td>Currency exchange</td>
<td>1.152</td>
<td>1.307</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Blog feedback Data</td>
<td>2.421</td>
<td>1.421</td>
<td>0.901</td>
</tr>
<tr>
<td></td>
<td>Electricity Consumption</td>
<td>3.102</td>
<td>1.415</td>
<td>0.931</td>
</tr>
</tbody>
</table>

Table 7: Particulars of each datasets while testing without any feature selection in Rough Set Theory

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Training Time (in Seconds)</th>
<th>Testing Time (in Seconds)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absenteeism at work</td>
<td>1.611</td>
<td>1.723</td>
<td>0.856</td>
</tr>
<tr>
<td>Currency exchange</td>
<td>1.812</td>
<td>1.431</td>
<td>0.712</td>
</tr>
<tr>
<td>Blog feedback Data</td>
<td>2.512</td>
<td>1.309</td>
<td>0.775</td>
</tr>
<tr>
<td>Electricity Consumption</td>
<td>2.724</td>
<td>1.462</td>
<td>0.812</td>
</tr>
</tbody>
</table>

Fig. 5 MSE convergence of absenteeism at work
Fig. 6 MSE convergence of currency exchange rate

Fig. 7 MSE convergence of blog feedback data
Fig. 8 MSE convergence of electricity consumption

Fig. 9 Assessment of Absenteeism value using ANOVA
Fig 10. Assessment of blog feedback using ANOVA

Fig 11. Assessment of electricity consumption using ANOVA
Fig 12. Assessment of currency exchange rate using ANOVA

Fig 13. Assessment of Absenteeism value using Friedman Test
Fig 14. Assessment of blog feedback data using Friedman Test

Fig 15. Assessment of electricity consumption using Friedman Test
Fig 16. Assessment of electricity consumption using Friedman Test

Fig 17. Assessment of Absenteeism value using Kruskal-Wallis
Fig 18. Assessment of Blog feedback data using Kruskal-Wallis

Fig 19. Assessment of Electricity Consumption using Kruskal-Wallis
7. Conclusion

Financial time-series data varies with time and is noisy by nature. It's been a challenging task for researchers to predict the time-series data effectively because of the irregular patterns present within datasets. Traditional methods fail to analyse the time-series data correctly due to their chaotic and volatile behaviour of time-series data.

In this paper, analysis of four different types of financial time-series datasets, i.e. absenteeism at work, currency exchange rate, blog feedback dataset, and energy consumption are considered with and without feature selection. Three feature selection techniques are used, i.e. ANOVA, Kruskal Walis, and Friedman test. Feature selection significantly reduces the size of the dataset, which provides better study. The performance of the methods is examined using MSE value. The SMSSSO-NN technique shows minimum MSE of 0.542 in 1.142 sec of testing time with ANOVA in currency exchange rate, 0.613 in 1.112 sec of testing time with Kruskal Walis in blog feedback data, and 0.403 in 1.367 sec with Friedman test using electricity consumption dataset which is better than other classification algorithms like Rough Set Theory and Structured Singular value. Moreover, SMSSSO-NN shows minimum MSE of 0.210 in 2.102 sec without feature selection in the blog feedback dataset. In the future, larger datasets can be used in evaluating the performance of SMSSSO-NN algorithm.
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