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Abstract - Well timed and profitable analytics over “Social Networks” is now a lead for gain in many  
industries to increase brand exposure and broaden customer reach by analyzing the reviews and 
recommending products to consumers. The objective is to extract the unstructured conversation or posts 
from Twitter and present a methodology for sentiment analysis on Twitter that reviews the products by 
considering the consumer’s sentiments Naive Bayesian Classifier. Samsung smartphones were taken into 
analysis and the experiment reveals six possible different sentiments: joy, surprise, anger, disgust, fear 
and sadness in the analysing process of the tweets. From the experimental results, it is observed that 80% 
of the customers has given positive feedback on the product and 20% has given negative feedback and the 
level of accuracy of the proposed approach is 90%. 
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1. Introduction 

Sentiment analysis is the progression of extracting the public’s attitude and emotions from English language. It 
is an enduring research domain of text-mining, which mainly concentrates on predictions. An enhanced 
consumer behaviour prediction can be achieved by combining machine learning algorithms with data mining 
techniques.  In real-time applications and businesses, the sentiment analysis plays a vital role for behavior 
(consumer) predictions. Sentiment analysis focuses to get the feelings of a person with respect to an area of 
interest or the complete lexical polarity in a text document. Attitude can be a person’s judgment or assessment, 
emotional state of the author while posting the message, or the intentional emotional transformation i.e., the 
review outcome of the customer. Since the data for the reviews are fetched from social media, the data will be in 
“Huge Volume” and can be either structured or unstructured data (“Variety”). “Velocity” deals with the 
intensity at which data floods from source like social media sites.The flow of data is massive and continuous. 
The data that was residing in the form of Database can be either relational or hierarchical or embedded as object 
in database servers, storage in Web servers can be from Social Media, Email, Blog Contents, Photos, Video, 
Online chat, scientific data etc., are viewed only as data and they are organized in a structured manner.  In 
today’s scenario, the data in any of the above from is termed as “Big Data”. The data residing in the servers of 
any organization, data from the Web especially from social media was quite data previously – arranged and 
filed. Big Data also contains data cached in clouds, the URLs that a Web user bookmarked and several other 
data such as Key-value stores, Document stores, Column-oriented Data, Graph-based models [25]. The 
organizations or Websites may perhaps not have the data in structured format. All these data can be used to get 
dissimilar outcomes with different methods of analysis. For the purpose of analysis, it is not mandatory to make 
use of all the data available at the repository. Different analysis requires various categories of big data for 
arriving at appropriate decisions, predictions and behavior. 

2. Related Work 

Social media analytics is the art of analyzing the collected information from social media servers and blogs. The 
primary role of social media analytics is to extract consumer sentiment for a consumption based marketing and 
service activities. Minqing Hu and Bing Liu [19], The feature selection method used by authors to mine the 
product features was “Part of Speech,” which concentrated on mining the opinion and features of products that 
reviewers had written. The main focus on the data retrieved from the social media, is to recognize the business 
objectives for raise in turnover or sales.  The main objective of social network analytics endeavor is to govern 
the corporate goal (maximize profit/ high valued consumer/ number of clients) based on the analysis performed 
on the data collected. Other goals include increasing sales, lowering customer service costs, gathering input on 
goods and services, and enhancing public perception of a specific product or division [10-18]. Bogdan Batrinca 
et al., in [24] also discussed about the Classic objectives stated above. New products are launched in a high 
frequency and the customers are provided with a wide range of options for each and every product to choose 
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from before they decided to buy. In this era of digital world, most of the customers share their opinion of the 
products they own/purchased through different blogs, social media, etc. With the help of these reviews, 
customers share the parameters of their view regarding the purchased products to anyone, which leads to a great 
opportunity for the manufacturers to have an opinion of their product’s sale in the future along with the 
drawbacks which they need to rectify. Marco Balduini et al.[21], Aggarwal Charu C et al[22] focused the 
opportunity for marketing intelligence which regardless of gender, race, nationality, religion; today’s generation 
share each and everything via email, blogs or commenting on Websites, but social media is the widely used 
medium. Opinions can be about anything such as on an election poll prediction, an event, a product, a job or 
anything. These opinions are circulated through the Web and provides an interactive platform for consumers to 
influence someone or get influenced. The gap between the manufacturer or designer  and the consumers is 
reduced and the marketers can understand the sentiments of their consumers and their perception in real time. 
But analyzing the data has thrown a real time challenge to marketers, as the data in social media are found in 
fragments in a completely unorganized and sprinkled manner. Wu He et al.,[1] focused on social media 
combative analytics structure with sentiment benchmarks that will be used to garner corporate-specific 
promotional intelligence. Sentiment analysis is a method of text mining which overcomes these challenges by 
extracting the data and analyzing it from the Web without any delay in time. With the help of this technique, 
marketers have an ample of opportunity to understand the reality of their business products. 

1.  Find the features of the product on which consumers have expressed their opinions (called opinion features) 
and grade them based on how often they give the impression in the reviews. [2,3,4,5]. 

2. Determine how many positive or negative customer reviews there are for each feature. The functionality is 
accompanied by specific reviews that share these viewpoints. This makes it easier for prospective buyers to 
comb through the reviews. 

For example assume that the reviews of a specific smart phone, Smartphone_1 are summaraized as follows: 

 
Fig. 1.  Sample Smartphone Analysis 

Walaa Medhat et al[3] discussed, the key techniques and samples of the ways for classifying   different 
sentiments and feature selection for an improved sentiment analysis. The main objective is to use sentimental 
analysis as a predictive analysis tool. Manufactures has understood the only way to connect their user to the 
Web and so they are trying to unfold the challenges required to extract the data and use for their own benefits. 
Also the enhancement in technology has opened up a way for the vendors to analyze the huge amount of data 
without any delay in time or unobstructed by some external sources. With this powerful tool, the marketing 
research cost and human error has been reduced reasonably (i.e.,customer’s preferences can be monitored 
through social media data) and helped in an organized analysis of data in this competitive world. 
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Kerstin Denecke et al., [9] provided an overview of how entity extraction and sentiment analysis findings can be 
used to improve classification efficiency and effectiveness. Based on the extraction of instructive and 
sentimental material, the proposed method will differentiate between sentimental and informative medical 
articles. In [21], BOTTARI, a sophisticated use of semantic technology that allows use of the rich and collective 
information gleaned from the continuous analysis of social media streams The results indicate that when 
implementing social media marketing campaigns, businesses should distinguish and harness the specific 
influence of numerous media outlets. [6]. 

3. Methodology 

The proposed methodology for the sentiment analysis is defined in Fig.2. Initially, the data extraction process 
from Twitter was carried out. The process of stemming is 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  Proposed Methodology for Sentiment Analysis 

achieved by removing suffixes from words to get the common origin. The method of choosing a subset of the 
terms found in the training/testing set is known as feature selection. Text classification is carried out by using 
these subset features. The data obtained from feature selection process is further processed for sentiment 
classification to extract subjective information from the reviews obtained. In this step supervised learning 
method called Naïve Bayes Classifier is applied for the text using the probabilistic approach. Polarity for the 
reviews are assigned for obtaing the aspect belongs to positive, negative or neutral for finding the sentiments of 
every tweet. Finally, based on the obtained polarities, various sentiments are visualized.  

4. Implementation 

4.1 Preprocessing the Tweets 

The content of the tweets are in complete raw form. Understanding this textual comment is quite impossible. 
People tend different sentiments in different statements which make this work quite  

 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Preprocessing Steps 

 

 

 

Twitter 
Reviews 

PRE PROCESSING THE 

REVIEWS 

Tokenizing

Stemming

FEATURE 

SELECTION 

SENTIMENT 

CLASSIFICATION 

NAÏVE BAYES 

CLASSIFIER 

SENTIMENT 

POLARITY 

VISUALIZATION 

Tweets 

Noisy Entity 
Removal like 
HTML Tags, 

Stopwords,Spec
ial characters, 
Blank Spaces, 

URLs…. 

Tokenization, 
Lemmatization, 

Stemming, 
Segmentation 

Cleaned Text 

e-ISSN : 0976-5166 
p-ISSN : 2231-3850 Ms.Vimali.J.S et al. / Indian Journal of Computer Science and Engineering (IJCSE)

DOI : 10.21817/indjcse/2021/v12i3/211203014 Vol. 12 No. 3 May-Jun 2021 553



difficult. The data extracted are in a complete disorganized fragmented manner with opinions written in their 
own style of vocabulary and expressions. Many statements, even use slang and some pseudo words in their 
reviews. So it can be said that it is impossible to find the sentiments of emotion showed in them. However the 
existance of advanced technologies of artificial intelligence, machine learning (innovative text analytics) and 
sentiment analysis the data is extracted and analyzed. Before the data is forwarded for analysis, the data of 
disinterest  should be removed. These data are not considered for the sentiment analysis process. Let's clean the 
corpus first prior to implement some intuitive algorithms to extract more perceptions from the tweets we've 
gathered. To clean up, we must first comprehend the structure of the tweet list. It contains a lot of meta data 
including @ people, URLs, and # hashtags, as well as unnecessary spaces, numbers, and punctuation marks. A 
number of such tweets are retweets by same users, for the provided app the necessary data like the reviewer’s 
name, id, date at which they have expressed their reviews etc., alone should be considered. Also data which is 
not relevant to the analysis, such as reviews which are not in the context of the analysis are also removed. Fig.3 
explains the preprocessing of tweets in detail. The input tweets are read in the form of text. Special symbols “#” 
and “@” associated with the textual reviews are removed from the reviews. Then the punctuations, numbers, 
blank spaces, tabs and NA values ar removed and the cleaned text is stored in new list for further analysis. 

4.1.1 Sample Tweets 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Sample Samsung PhoneTtweets 

Fig 4. Shows the sample of tweets extracted from Twitter using hashtag #samsungmobiles. Sample scentences 
will be splited based on matching list of positive and negative words. Each sentence can be positive or negative. 
The score will be difference between the sum of positive sentence and negative sentence, the sample scores 
shown in Fig 5.. 

Pseudocode to compute the Score (POSITIVE INTEGER and NEGATIVE INTEGER) 

Let,  Input   : Sample Tweets, Predefined List of Positive and Negative word  

Output : Score 

Calculate the Score (POSITIVE INTEGER and NEGATIVE INTEGER)  

Let,  Min_Score= max(negative word) 

 Max_Score = max(positive word) 

No_Score = equal(positive word and negative word) 
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4.1.2 Sample Cleaned Texts 

Fig. 5. Sample Cleaned Tweet with Sentiment Score 

4.2 Feature Selection 

Sentiment Analysis also be conceived like a sentiment classification problem. Extraction and selection of text 
features is an important element in the Sentiment Classification problem. The following are some of the features 
available: 

 Terms presence and frequency: Specific terms or word n-grams, as well as its line graphs, are among these 
features. It either employs word frequency weights to show the corresponding value of aspect or offers the 
terms binary weights (0 if term exists, 1 otherwise).  

 Parts of speech: Finding the adjectives is important because they are important indications of how people 
feel. 

 Bag of Words: There are terms that are often usedto  convey emotion such as positive or negative, like or 
dislike. Some sentences, on the other hand, convey opinions without using opinion terms. 

 Negations: When negative terms emerge, it may trigger a shift in perspective, as if not good is the same as 
evil. 

The proposed method employs the BOW function selection technique, which approaches records other as a 
collection of vocabularies (Bag - Of - words (BOWs)) or a string that preserves the statement's word series. 
BOW is more often used due to its ease of use in the classification task. The exclusion of stop-words and 
stemming are the most popular feature selection steps. (returning the vacabulary to it’s stem or root i.e. looking 
look). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Bag of Words for Positive and Negative Sentiments 
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4.3 Tweaking Naive Bayes Classifier 

The naive Bayes classifier has a big benefit in terms of training process. Furthermore, since the structure is in 
the case of products, it can be transformed to a number using logarithms, resulting in substantial computational 
benefits. Another general technique for measuring probability distributions of data is maximum entropy. When 
nothing is understood, the overarching concept of maximum entropy states that the distribution has to be as 
homogeneous as possible, i.e., have max entropy. Labelled data is used to generate a collection of model 
constraints that describe the distribution's class-specific objectives. 

 
Fig. 7. Probabilistic Classifiers for Sentiment Classification 

As shown in Fig.7, Set of machine learning techniques are available for performing sentiment analysis on 
various platforms like movie reviews, product reviews, etc., In supervised learning approach, under probalistic 
classifiers as shown in figure 2, there are three classifiers available. 1. Naïve Bayes 2. Maximum Entropy 3. 
Bayesian Network. A Bayesian Network (BN) is a statistical approach that depicts the probable associations 
between a group of variables. Sentiment Analysis [8,10,18] is a part of machine learning that is in its early days, 
the process of mining information from existing data has been employed by enterprises for a while but 
Sentiment Analysis has very little information lying around. Sentiment Analysis could be a powerhouse in 
deciding the success of various enterprises (“Alert Vendor if someone complains about our product”) and it is a 
relatively new concept that there are a lot of improvements to be made. Due to the dependence of the general 
public on social sites like Facebook, Twitter, there is a huge volume of data that can be processed to get 
knowledge from. In the proposed approach, A Naive Bayes classifier algorithm[26], is applied for performing 
the sentiment analysis. The Naive Bayes classifier is developed as a tool to analyze the sentiments that are 
posted on Twitter. 

It is called naive since it assumes that the natural language can be processed as individual words, but this is not 
the case. The word ‘Tower’ is more likely to be followed by ‘of England’ than ‘of potatoes’. This shows that the 
language isn’t built on single words, but a series of words that convey a message according to the situation it is 
used upon. Sentiment Analysis is different from classification as it is subjective. Objective language is easier to 
process as it follows a set of grammatical rules that can be taught to an algorithm. Subjective language is prone 
to idioms, phrases, sarcasm and slangs (“I like the game…. Not.”). 

Processing the sentence as it is in objective language may lead to it, because of the word "good," this sentence is 
known as a positive sentence. use of the word “like”. But the word “not” negates the meaning of the sentence. 
This is the reason why data should be considered as bigrams instead of unigrams. If the data set is sufficiently 
large, identification and classification of data on bigram will be efficient. It is much better if the data are 
classified beforehand. (The word “Modi” is found more frequently in documents classified as ‘politics’ rather 
than those classified as ‘Sports’). Considering the words as bigrams is achieved by considering the words as 
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pairs. Instead of tokenizing the sentence “ The food was not good” as ‘The’, ’food’, ’was’,’ not’, ’good’, it can 
be tokenized as pairs such as ‘The food’, ‘food was’, ‘was not’, ‘not good’. Now the algorithm can identify the 
difference between ‘was good’ and ‘not good’.  

A number of multinomial records assumptions have been successfully corrected using feature normalizations 
like TF(Term Frequency)-IDF(Inverse Document Frequency) [7]. In context of information extraction, there are 
a number of TF-IDF features. The generic form of TF-IDF [27] used in this study is as follows: 

                                   (1) 

in Equation (1),   is the number of unsmoothed word, docm the amount of experimental corpus the string m 

happens in it and doc the count of experimental corpus. 

Unique size normalisation and word frequency log transform are performed by the first component in TF-IDF 
algorithm. The term "length normalisation" refers to the method of accounting for variations in document 
length. Number of words and cosine length normalizations are also common options for length normalisation, 
but specific length normalisation has been more consistent across datasets. By dampening elevated counts to 
enhanced suit the Multinomial distribution, the term frequency log transform exactness for the "burstiness" 
cause on term calculations. The IDF weighting of words is done by the next factor in TF-IDF function. This 
gives insightful terms more weight, allowing the weighted counts to better distinguish the groups. 

Use the document's words (or terms/phrases) to label it on the appropriate entities in a text classification issue. 
According to [7], the following classifier is obtained using the “maximum a posteriori (MAP)” decision law: is 
given in Equation (2) 

                           (2) 

Where sm are the symbols (phrases/terms) this implies that, in order to determine which group it fit into as a 
novel document, we ought to measure the product of  likelihood of every term in the corpus provided a specific 
entity (possibility) represents the probability of the specific entity (preceding). Once computing the maximum 
posteriori for all entities of the given set e, select the one with the highest probability. Estimating the outcome of 
these probabilities would result in float point underflow because computers can manage figures with precise 
decimal point precision. The result will be a very tiny proportion that will not suit in memory, so it'll be 
accumulated to zero, making the study ineffective. To evade this, as an alternative of increase in  the product of 
probabilities, maximize the total of all their logarithms as in equation (3): 

                     (3) 

Choose the class mostly with greatest log value rather than the one with the highest likelihood. Since the 
logarithm method is monotonic, MAP's opinion stays consistent. 

Pseudocode to compute the Emotions (JOY, DISGUST,ANGER, FEAR, SADNESS and SURPRISE) 

Let,  Input   : TWEET  

Output : BEST_FIT 

Calculate the EMOTION (JOY, DISGUST, ANGER, FEAR, SADNESS and SURPRISE) Value (in 
Decimal)   

Let,  Min_Value=7 (for each emotion) 

 For each TWEET 

 IF Value = Max(Value) and Value>=Min_Value then BEST_FIT = “EMOTION” 

 ELSE BEST_FIT = “NA” 
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Fig. 8. Emotions of Samsung Smart Phone Tweets 

Fig.8 shows the results obtained through Bayesian analysis for the Samsung Smart Phone tweets. The sentiment 
bundle was created with a qualified collection of sentiment terms in mind (nearly 1,500 words). The polarity 
value of the following six emotions is seen in the induced results: Joy, Sadness, Anger, Disguse, Surprise and 
Fear. NA is returned while it is unable to measure the final emotion as one of the above mentioned options. 

Pseudocode to compute the positive and negative livelihoods  

Let,  Input   : TWEET  

Output : BEST_FIT 

        Compute POS, NEG 

         Calculate the Ratio POS/NEG 

 IF Ratio>1 then BEST_FIT -> “POSITIVE” 

 ELSE IF Ratio<1 then BEST_FIT -> “NEGATIVE” 

 ELSE BEST_FIT -> “NEUTRAL” 

 
Fig. 9. Sentiment polarity of Samsung Smart Phone Tweets  
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The Fig.9 shows the aggreagated values of emotions, where joy can be considered as positive emotion. Sadness, 
disguist, anger and fear can be categorised as negative emotion. Surprise categorised as neutral because it can be 
positive emotion or neagative emotion based on the state of customer.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Visualization of Emotions  

Fig. 10 shows the visualization of emotions which were assigned with polarity values previously. Out of five-
hundred tweets maximum of tweets expressed emotion ‘joy’, all other emotions were also expressed by the 
customers. The level of accuracy of the proposed approach is 90%. 

5 Conclusion 

A machine learning based approach has been developed for finding the customer’s sentiments by analysing the 
reviews posted by them in social medias. In order to clean the reviews, text preprocessing which involves 
stemming and tokenizing were carried out.  To select features in the text, POS technique was used and by using 
Naïve Bayes Classifier, the sentiments such as  Joy, Sadness, Anger, Disgust, Surprise and Fear were classified. 
Sentiment polarities were assigned to find the overall sentiment towards each customer’s reviews. Finally the 
six different sentiments were visualized. The visualized result shows each review was classified with accurate 
sentiment none of the review came under Not Applicable Category. Manufacturers can use the results to 
improve the value of the upcoming products to fullfil the reqiurements of clients and to increase the sale 
percentage. 
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