














In the future, we aim at studying more rules to capture the cases which the SimString algorithm fails and 
deploying a sensitive keyword detection system to use in practice with a large number of keywords. We also aim 
to use this research results in other problems, such as automatic discovery of variations of brand keywords, spell 
checking for keywords in search engine. 
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