Color Texture Description with Diagonal Local Binary Patterns Using a New Distance Metric for Impressive Image Retrieval
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Abstract—With the reliability and dependence of the world over the digitalization of information in all spectrums of professional and personal life, the volume of digital data is increasing exponentially. With such a huge database, retrieving information, and images from the storage media pose serious challenges.

In this paper, a diagonal local binary pattern for color images (DLBPC) and a new distance metric are proposed for the retrieval of data with high accuracy and speed. The descriptor employs the device-independent L*a*b* color space. The discriminative quality of DLBPC is enhanced by combining local features with the (color moment) global feature of the image for effective image retrieval. To assess the efficacy, the suggested system was implemented on challenging datasets: Wang -1K and GHIM-10K. The analysis findings demonstrate the efficacy of the suggested system over other reported systems.
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1. Introduction

CBIR is a tool for locating an image from a large archive formulated on the user's requirements. Query by image content is another name for CBIR (QBIC). CBIR ([1], [2], [3], [4], [5]) is a feasible option to standard TBIR, which has many disadvantages. Picture segmentation is covered by CBIR, which removes an attribute from the image and transforms it into a semantic feature. “We extricate low-level (color, texture, and shape) or high-level (machine learning technique) features from images in general” [6]. Regardless of 30 years of exploration, quite possibly the most elaborate examination field in the field of AI and pattern recognition is CBIR. Many researchers have been drawn to devise an approach that provides high retrieval rates in a short amount of time as a result of the search for more and easier CBIR systems. An image retrieval system teaches a user how to easily navigate, search, and retrieve images from a database. Data security, digital libraries, biodiversity, medical imaging, crime prevention, video surveillance, and human-computer interaction is just a few of the applications for these databases [7].

The CBIR frameworks are heavily reliant on two processes: feature extraction and have matched. The most vital component is feature extraction, which permits an image to be represented by a strongly appropriate feature that varies only slightly within intra-class and inter-class images. In general, characteristics representation is divided in two ways: (1) global and (2) local. A global method derives attributes from the entire image while disregarding local properties and structural relationships. Both are effective in terms of processing and immune to image noise. Many of the issues associated with occlusion, views and lighting changes, and native features of image shapes are insufficiently addressed by global techniques. This type of matter is successfully handled by local feature extraction technologies, which draw out an attribute from block areas of an image.
We suggest a descriptor named diagonal local binary pattern for color images (DLBPC). This approach depends on the three color channels, rather than six.

describe color texture in [38]. Later, Maenpaa and Pietikainen [39] experimented with color texture and discovered that three pairs of opponent's color components are adequate to reflect cross-correlation characteristics between the three color channels, rather than six.

We suggest a descriptor named diagonal local binary pattern for color images (DLBPC). This approach depends on converting the RGB color image into \( L^*a*b^* \) color space and applies a 3×3 window on the image. Then change the value of the middle pixels in a 3×3 window depending on the diagonal element of the middle pixel and iterate this method on the unified image. At last for a color image, create an attribute vector using the histogram with 256 bins of a diagonal local binary pattern. To increase the power of the proposed (DLBPC), it was combined with the image's (color moment) global feature to construct a viable image retrieval technique (DLBPC + Color moment). In our second process, we used the \( L^*a*b^* \) color space to extract statistical values. These values include: Mean is the first, standard deviation is the second and skewness is the third statistical moment and make a feature vector combined with diagonal local color texture feature (DLBPC + Color moment).

We introduced a new distance metric in this paper that returns a more identical image in accordance to a test image. The efficiency of all current and proposed trendy methods for image retrieval has been evaluated and compared. The following is a description of the paper's composition. In section 2, we give an overview of some of the latest common local binary pattern-based color picture methods. The suggested descriptors DLBPC and (DLBPC + color moment) have been derived in section 3. In section 4, we suggested a new distance measure and discussed the image retrieval system's other similarity measures and evaluation measures. Section 5 summarizes the preliminary study of retrieval competence and computing time on numerous color data sets. Section 6 brings the study's findings and recommendations to a close.

2. Related Work

Zabih and Woodfill implemented a Census Transform method that is identical to LBP and introduced it at the same time [41]. The census transformation, like the LBP, maps the local vicinity around a pixel in a binary sequence, so the only difference between the two is the order of the bit chain. “LDP calculate higher-order (second, third or more) derivative information along 0°, 45°, 90° and 150° and therefore the attribute vector size for every direction is 59, so the size of the attribute vector of LDP is 4x59=236 which contain more detailed and provides a better result than LBP” [6]. The authors suggested Local Tetra Patterns in [44], which encrypt the interaction among the mid pixel and its neighbors. The authors discuss the deterministic the outcome of SVM to forecast query image, as well as using pixel values to erase irrelevant images and reset attribute weights in similarity matching [45].

“The authors of [46] proposed a medical decision support method that excludes features from medical images using GLCM, then PCA to restrict the dimension of a feature vector and classifies the images using SVM to obtain images of tumors and images of multiple sclerosis” [6]. The majority of research on the traditional LBP operator and its variations is focused on grayscale image processing. “Because of the growing demand for color images online and their increasing use for several related applications, the researchers were motivated to create descriptors that could reflect color texture patterns as effectively as the LBP operator does for grayscale images. In their multispectral LBP (MSLBP), they use three channels of a color image and six sets of LBP adversary colors to capture the structural correlation” [38].

Later, “Maenpa and Pietikainen experimented with color and texture and discovered that three pairs of opponent's color components are enough to reflect cross-correlation characteristics among the three color channels, rather than six” [39]. The authors of [48] created LBP histograms for all channels in the YCbCr color space and used PCA to minimize the feature vector's size. Local color vector binary patterns (LCVBPs) for face recognition were developed by the authors in [42].
A color histogram was one of several algorithms to help the color information in an image. “Another useful tool is the color correlogram, which takes into account the relationship between different color levels in the structural domain. Despite its benefits, color correlograms are affected by scaling and lighting changes” [52]. The color moment is one among the techniques to extract the color feature from the image using statistical values: mean, standard deviation, and skewness [53].

3. Proposed Approach

3.1 Local Binary Pattern

“The basic idea behind the local binary pattern is to use the statistical frequency of local structure to precisely define the characteristics of the whole image” [16]. The first LBP operator uses a 3X3 rectangular space with a set dimension. To expose two flaws in the original LBP: fixed scale and minimal texture detail. The authors suggested an updated algorithm based on the concept of the first LBP operator. By applying a fixed scale to a spherical region, the primary flaw is resolved. “Specifically, the radius from the center to its neighbors is not limited to 1 pixel; the number of pixels around the center pixel is not limited to 8, and all of the operated pixels are not required to correlate to a fixed pixel within the image. By using a circular neighborhood form, (x, y) are the coordinates of the middle pixel gc, R is the radius value of the neighborhood, and P is the number of sampling points, respectively” [16].

![LBP operator with different pattern and radius (P,R): (a) 8 neighbors, (b) P=8, R=1, (c) P=12, R=1.5, (d) P=8, R=2](image_url)

The encoding formula is given as: The corresponding LBP for a pixel at (Mc, Nc) can be specified in decimal form as:

$$LBP_{P,R}(Mc,Nc) = \sum_{p=0}^{P-1} s(i - p - ic)2^{p}$$  \hspace{1cm} (1)$$

After conducting LBP, we can acquire an image known as the LBP continuum, which normally uses a histogram to reflect the spectrum's characteristics. The image's histogram is determined using the following formula:

$$H = \{h_{j}, j = 0,1,2, \ldots, n-1\}$$  \hspace{1cm} (2)$$

$$H_{j} = \sum_{x,y} I(LBP(x,y) = j), j = 0,1,2, \ldots, n-1$$  \hspace{1cm} (3)$$

J is a mode value of LBP, and n=2^p is the maximum value. (x, y) is the coordinate of the center pixel. I(.) is the decision function as follows:
3.2 Proposed Diagonal Local Binary Pattern for color image (DLBPC)

Step 1: Preprocessing: Image preprocessing is included in this step, in which images are transformed into the *L*a*b* color space, which is intended to describe the human vision. It strives for perceptual uniformity, and its L aspect closely corresponds to the human sense of lightness.

Step 2: Feature Extraction: This stage is based on the DLBPC operator's avulsion of the image features. The suggested DLBPC operator is predicated on the notion of color pixel partitioning or thresholding using an m-dimensional hyperplane. Since m=3 in this particular situation. To generate a thresholding plane in 3-D color space, perform the following steps: Allow a vector $I(p,q)=(L(p,q), a(p,q), b(p,q))$ or simply $I=(L, a, b)$ to represent a color pixel within the $L*a*b*$ color space.

As a result, m is equal to three color components. Then we add 3x3 windows to the image and adjust the middle pixel value based on the diagonal element's left and right site neighbors. Repeat this process until you have incorporated the whole image and obtained a DLBPC feature. Finally, build an attribute vector from the histogram of these DLBPC with 256 bins. As seen in Figure 2, we adjust the middle pixel value of the 3×3 window as follows.

$$I(m) = \begin{cases} 
1 & \text{if } m \geq 0 \\
0 & \text{if } m < 0 
\end{cases} \quad (4)$$

3x3 window

\[ V_1 = B_2 + B_8 - 2B_1 \]
\[ V_i = B_{i+1} + B_{i-1} - 2B_i \quad i = 1, ..., 4 \]
\[ V_7 = B_8 + B_6 - 2B_7 \]

Where $I_B = V_i$ and $V_i$ will be calculated as in fig 3. Check $V_i$ values, if $V_i < 0$, put it 0; otherwise put it 1. Finally, translate $V_i$ values to decimal values by using $V_1$ as the LSB and $V_4$ as the MSB; $i=1, ..., 4$. Fig. 3 shows the calculation of DLBPC for each pixel.

The histogram was used to portray the spectrum's characteristics. The same process we have applied to database images and stored these features in a database.
We represent the DLBPC as follows:

\[
LBP(x_i, y_i) = \sum_{p=0}^{c} s(I_p) \times 2^p
\]  

(5)

Step 3: Similarity matching & Retrieval: This is the last step of every image retrieval system. After the step of extracting the feature of query images, similarity matching is performed between a query image and the respective repository images. The images are sorted in increasing order of the value of the distance metric used. Different types of distance metrics are there for the measurement of similarity, here in these experiments we have used City Block, Canberra, and Euclidean Distance and also proposed a new distance metric which is mentioned below. The experimental result shows that our proposed new distance metric outperforms better results than other distance metrics.

3.3 Proposed (DLBPC + color moment) approach

Step 1: Preprocessing: Same procedure has been applied as in section 2.2 of Step 1.

Step 2: Feature Extraction: This step is dependent on the avulsions of the image features by DLBPC and Color Moment that makes a combined feature vector. Our second approach boosts the discriminative power of the proposed (DLBPC) local color texture feature. In this, we have used L*a*b color space and extracted statistical values. These values include: Mean is the first, standard deviation is the second and skewness is the third statistical moment and calculated by the following equations:

\[
\text{mean} = \frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} (I(i, j))
\]  

(6)

\[
\text{std} = \sqrt{\frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} (I(i, j) - \text{mean})^2}
\]  

(7)

\[
\text{skewness} = \left( \frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{(I(i, j) - \text{mean})^3}{\text{std}} \right)
\]  

(8)

In all equations, I refer to one of the color channels of an input image, and M, N are its measures. For each channel of the L*a*b* color space, these three statistical parameters are determined. As a result, a total of 9 color features are produced, resulting in a feature vector for the color image.

After that, we combined the feature vector of the Diagonal local binary pattern for color image (DLBPC), and global features (color moment) of the image, and that feature vector length is 265. The same process we have applied on database images and stored these features in the database.

Step 3: Similarity matching & Retrieval: This is the same procedure that we have applied in Step 3 of section B.
4. Similarity Measures

Searching for data items that are identical to a given query element using a similarity (or distance) feature is a common activity in many application domains, including multimedia knowledge retrieval, data processing, pattern recognition, and computational biology, to name a few. In the exact-match scenario, objects whose key match the query one. Therefore, exact-match has little meaning when dealing with complex data such as image, audio, video, except for limited applications like a search for complex and unstructured data. For example, in the case of CBIR, the search is not computed at the level of the actual images (e.g. pixel by pixel comparison) or as an exact match of the image representations, because even a small perturbation of an image may affect the numerical values of its pixel intensities and the associated image features.

The search is rather computed at the level of proximity of the image representations: the images whose representations are closest to the representation of the query are top-ranked. We'll use either a similarity function or a distance function to search a database for objects, much like a query. Within the first case, we look for the objects with the best similarity to the query. Within the latter case, we look for objects with the lowest distance from the query. If the ranked list of the responses to a query is the same, a similarity function is said to be identical to a distance function. There are many distance metrics like Euclidean, City Block, Canberra, Manhattan, Bray-Curtis, Square chord, etc. This study compares the result of Euclidean, City Block, Canberra, and our proposed New Distance Metric.

4.1 Proposed new Distance Metric

We present a novel distance metric in this article. Assuming A and B are two attribute vectors from the query and repository images, respectively, with each variable \(a_i\) and \(b_i\), new distance metrics (NDM) are defined as:

\[
NDM(A, B) = \sum_{i=1}^{n} |a_i^{1/p} - b_i^{1/p}| \tag{9}
\]

Where \(p\) is a positive integer parameter, \(p \in \mathbb{N}^+\).

Where \(p=1\), the new distance metric is the same as city Block distance, so we confine in our approach \(p>1\). In our proposed approach we have used \(p=3\), that outperform better result than other distance metrics (like Euclidian, city block, Canberra). We have used a new distance metric with our proposed Diagonal local binary pattern for color images (DLBPC) which when combined color moment (DLBPC+ Color moment) results in an efficient image retrieval technique. We have used different types of databases for simulation: Wang Database (1000 images), GHIM-10K (10000 images). Retrieval time is also low in our proposed approach.

5. Analysis and Result

5.1 Performance & Measures

The two most basic and popular measures are precision and recall. The precision is the percentage of returned objects that are significant to the query, and it shows how accurate an algorithm is at returning significant objects. The recall (or sensitivity) is the fraction of significant objects that are successfully fetched, so it gives a measure of how complete an algorithm is in returning relevant objects [7].

Every image in the repository acts as a query image in our tests. The accuracy \(P(N)\) and recall \(R(N)\) for fetching the top \(N\) items, as defined in [52,53], are used to evaluate an image retrieval system's efficiency.

\[
P(N) = \frac{I_N}{N}; \quad R(N) = \frac{I_N}{M} \tag{10}
\]

As above equation (10), \(I_N\) denotes the number of comparable images gathered from the top \(N\) locations and \(M\) denotes the total number of comparable images in the repository. The average accuracy of a single query \(\bar{p}(q)\) is the mean of all precision values \(p(n), n=1,2,\ldots,N\).

\[
\bar{p}(q) = \frac{1}{N} \sum_{n=1}^{N} p(n) \tag{11}
\]
The mean average precision (mAP) is the average of the total query scores \( Q \):

\[
mAP = \frac{1}{Q} \sum_{q=1}^{Q} p(q)
\]  

(12)

5.2 Datasets

Wang Database [55]: It comprises 1000 images divided into ten classes, each with 100 images. Each class includes images that are either 256x384 pixels or 384x256 pixels in size. African people, beach, house, bus, dinosaur, elephant, flower, horse, glacier, and food are among the 10 groups in the Wang 1K database [55].

GHIM-10K Database [56]: The GHIM-10K dataset is the second one. All of the photographs in this dataset were gathered by the author from the web and a camera (Guang-Hai Liu). Fireworks, Western Architecture, Car, Motorcycle, Sailing Boat, Helicopter, Butterfly, The Great Wall, Dragonfly, Snowberg, Flower, Tree, Field, Beach, Sunset, Chinese Architecture, Chicken, Insect, Horse, and Aircraft Carrier are among the 10,000 photos used. Each type includes 500 JPEG images with a size of 400x300 or 300x400 pixels. The majorities of the original images are high-resolution and can be zoomed down to 400x300 or 300x400 pixels.

5.3 Obtained Results

This section contains a variety of experimental observations that show the feasibility of the suggested approaches and equate them to the effects of the closely related active structure LBP, LBPC, MSLBP, MDLBP, and LCVBP. We led the thorough image retrieval analysis and discovered that their design approach and filter parameters outperformed the other implementations. We used MATLAB-R2019B in a Microsoft Windows environment with an I7 CPU and 8 GB of main memory to test our proposed approaches. Since the LBP operator is added to each part of the pixel, the LBP feature vector for a color image has a dimension of 768. MSLBP, MDLBP, LCVBP, DLBPC, DLBPC+ Color moment function vectors have dimensions of 2304, 2048, 236, 256, and 265 each. However, the feature vector length in all approaches (MSLBP and MDLBP) is the longest (2304, 2048), which would slow down the system's retrieval performance. The accuracy versus recall values for seven methods (2 proposed, 5 existing) that provide the best overall results are plotted in Fig.4. DLBPC and DLBPC + Color moment are the two proposed methods, while MDLBP, MSLBP, LCVBP, LBP, and LBPC are the five existing methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of features</th>
<th>Distance Metric</th>
<th>Euclidean</th>
<th>City block</th>
<th>Canberra</th>
<th>New Distance metric (Proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP [14]</td>
<td>3*256=768</td>
<td>55.28</td>
<td>55.23</td>
<td>56.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LBPC [7]</td>
<td>256</td>
<td>55.49</td>
<td>55.05</td>
<td>58.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSLBP [38]</td>
<td>2304</td>
<td>59.86</td>
<td>59.83</td>
<td>60.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDLBP [47]</td>
<td>2048</td>
<td>59.58</td>
<td>59.58</td>
<td>60.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCVBP [50]</td>
<td>236</td>
<td>53.42</td>
<td>53.44</td>
<td>56.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLBPC (proposed)</td>
<td>256</td>
<td>57.34</td>
<td>57.75</td>
<td>60.89</td>
<td>61.72</td>
<td></td>
</tr>
<tr>
<td>DLBPC + color moment (proposed)</td>
<td>265</td>
<td>58.29</td>
<td>58.98</td>
<td>64.61</td>
<td>68.61</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 For N=100, mean average precision (mAP) is present as a result of different approaches on the Wang-1K dataset using various distance metrics and a New distance metric.

Table 1 shows the mAP values derived using different methods for the top one hundred images (N=100) on the Wang-1000 datasets. The top techniques are bolded within the order of their retrieval performance for ease. As query images, all database images are used. The suggested DLBPC and DLBPC + color moment using the
suggested new distance metric receive the best mAP values of 61.72 and 68.61, respectively, as shown in the table. In our suggested approach, the feature vector length is also low which will speed up the retrieval performance. DLBPC + color time has the third greatest mAP value of 64.61 when using Canberra distance. DLBPC has the next best mAP value of 60.89 when using the Canberra distance metric. MDLBP, using the Canberra distance metric, achieves the fifth-greatest mAP value of 60.82. MSLBP, using the Canberra distance metric, came in second with a mAP of 60.62.

The graph (Fig 4) reveals that for all recall values, the suggested methods constantly have the fastest retrieval time, led by MDLBP, MSLBP, LBPC, LCVBP, and LBP.

![Fig. 4. P-R curves n=1 to 100 on the Wang dataset for the two suggested methods DLBPC, DLBPC + color moment, and five active methods](image)

As seen in the above graph, the suggested approaches consistently have the highest retrieve rates for all recall values, followed by MDLBP, MSLBP, LCVBP, LBP, and LBPC. The consistency trend is the same with all recall values N=1 to 100.

<table>
<thead>
<tr>
<th>Class</th>
<th>DLBPC+Color moment using a new distance metric (proposed)</th>
<th>MDLBP [46] using Canberra distance metric</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>African people</td>
<td>63.03</td>
<td>55.75</td>
<td>7.28</td>
</tr>
<tr>
<td>Beach</td>
<td>46.12</td>
<td>45.21</td>
<td>0.91</td>
</tr>
<tr>
<td>Building</td>
<td>68.20</td>
<td>56.81</td>
<td>11.39</td>
</tr>
<tr>
<td>Bus</td>
<td>90.10</td>
<td>80.79</td>
<td>9.31</td>
</tr>
<tr>
<td>Dinosaur</td>
<td>97.01</td>
<td>97.10</td>
<td>-0.09</td>
</tr>
<tr>
<td>Elephant</td>
<td>56.05</td>
<td>41.53</td>
<td>14.52</td>
</tr>
<tr>
<td>Flower</td>
<td>96.12</td>
<td>80.08</td>
<td>16.04</td>
</tr>
<tr>
<td>Horse</td>
<td>70.23</td>
<td>61.61</td>
<td>8.62</td>
</tr>
<tr>
<td>Mountain</td>
<td>46.10</td>
<td>33.8</td>
<td>12.3</td>
</tr>
<tr>
<td>Food</td>
<td>53.15</td>
<td>55.54</td>
<td>-2.39</td>
</tr>
<tr>
<td>Average</td>
<td>68.61</td>
<td>60.82</td>
<td>7.79</td>
</tr>
</tbody>
</table>

Table 2 DLBPC+ Color moment using current distance metric and MDLBP [46] using Canberra distance metric on Wang-1K dataset to obtain class-wise mean average precision (mAP) in percent for N = 100

Table 2 shows the utility of the suggested (DLBPC+ Color moment) and real approaches (MDLBP). The flower class mAP yields 96.12% in our suggested approach, which is substantially higher than MDLBP's yields of 80.08 percent. Elephant, mountain, house, bus, and horse all have notable differences, with 14.52, 12.30, 11.39, 9.31,
and 8.62, respectively. For each value of N (N=1 to10) on the Wang database, the number of valid images obtained by MDLBP (Method R) and the suggested method DLBPC+ Color moment (Method S). Having these variations our proposed methods give better retrieval results than MDLBP. Horses, mountains, buildings, buses, and African people are among the other classes for which our proposed methods produce considerably improved results. These classes, like the elephant, come in a multitude of shapes and sizes. Other courses don't have as many picture variants. A more detailed analysis of the number of relevant results was obtained.

<table>
<thead>
<tr>
<th>N</th>
<th>African people</th>
<th>Beach</th>
<th>Building</th>
<th>Bus</th>
<th>Dinosaur</th>
<th>Elephant</th>
<th>Flower</th>
<th>Horse</th>
<th>mountain</th>
<th>Food</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>85</td>
<td>89</td>
<td>62</td>
<td>58</td>
<td>83</td>
<td>82</td>
<td>95</td>
<td>96</td>
<td>98</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>82</td>
<td>83</td>
<td>56</td>
<td>53</td>
<td>81</td>
<td>80</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
<td>78</td>
<td>58</td>
<td>56</td>
<td>72</td>
<td>70</td>
<td>96</td>
<td>97</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>5</td>
<td>71</td>
<td>70</td>
<td>59</td>
<td>58</td>
<td>77</td>
<td>77</td>
<td>98</td>
<td>98</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td>6</td>
<td>67</td>
<td>69</td>
<td>57</td>
<td>57</td>
<td>76</td>
<td>74</td>
<td>94</td>
<td>96</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>72</td>
<td>47</td>
<td>49</td>
<td>72</td>
<td>70</td>
<td>95</td>
<td>95</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>71</td>
<td>72</td>
<td>45</td>
<td>47</td>
<td>67</td>
<td>67</td>
<td>94</td>
<td>96</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>71</td>
<td>73</td>
<td>56</td>
<td>53</td>
<td>71</td>
<td>69</td>
<td>96</td>
<td>96</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>68</td>
<td>70</td>
<td>49</td>
<td>49</td>
<td>69</td>
<td>67</td>
<td>93</td>
<td>97</td>
<td>100</td>
<td>98</td>
</tr>
</tbody>
</table>

Table 3: For each value of N(N=1 to10) on the Wang database, the number of valid images obtained by MDLBP (R) and the suggested method DLBPC+ Color moment (S).

For each of the classes, the table shows the number of related images obtained by MDLBP (R) and DLBPC+ Color moment (S) at position N=1,2,......10. N and the result for N=1to 10 are presented in Table 3 out of 100.
<table>
<thead>
<tr>
<th>Method</th>
<th>No. of features</th>
<th>Distance Metric</th>
<th>Euclidean</th>
<th>City Block</th>
<th>Canberra</th>
<th>New Distance metric</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP [14]</td>
<td>3*256=768</td>
<td></td>
<td>28.97</td>
<td>29.98</td>
<td>29.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LBPC [7]</td>
<td>256</td>
<td></td>
<td>24.45</td>
<td>25.89</td>
<td>27.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSLBP [38]</td>
<td>2304</td>
<td></td>
<td>28.99</td>
<td>28.86</td>
<td>31.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDLBP [47]</td>
<td>2048</td>
<td></td>
<td>31.83</td>
<td>33.23</td>
<td>33.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCVBP[50]</td>
<td>236</td>
<td></td>
<td>29.25</td>
<td>29.26</td>
<td>29.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLBPC using new distance metric (proposed)</td>
<td>256</td>
<td></td>
<td>27.86</td>
<td>28.46</td>
<td>33.99</td>
<td>40.23</td>
<td></td>
</tr>
<tr>
<td>DLBPC+ color moment using new distance metric (proposed)</td>
<td>265</td>
<td></td>
<td>31.63</td>
<td>31.65</td>
<td>34.84</td>
<td>42.12</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. For N=100, the mean average precision (mAP) was found using different approaches on the GHIM-10K dataset using various distance metrics and the New distance metric.

The number of relevant images obtained by Method S for the category Horse is substantially higher than those obtained by Method R, except for N=1, where Method R adds two more relevant images than Method S.

For each value of N, images were created to match the performance and the results for N=1 to 10 is shown in Table 3. For each of the classes, the table shows how many related images were obtained by MDLBP (Method R) and DLBPC+ Color moment (Method S) at position N=1,2,......10. With the case of N=1, where Method R generates two more relevant images than Method S, the number of relevant images produced by Method S for the group Horse is slightly greater than that obtained by Method R.

Table 4 contains the recovery findings for GHIM-10K. The mAP values have a similar tendency to Wang datasets. The highest mAP values are 42.12 percent and 40.23 percent, respectively, for the suggested methods DLBPC+ Color moment and DLBPC using the proposed new distance metric. DLBPC+ Color time, using the Canberra distance metric achieves the third-largest value of mAP, which is 34.84 percent. DLBPC, using the Canberra distance metric, achieves the next best mAP value of 33.99. MDLBP comes in second with a value of 33.97 percent, and MSLBP comes in fifth with a value of 31.69.

![P-R curves for the five active methods MDLBP, MSLBP, LCVP, LBPC, LBP, and two proposed methods DLBPC+ color moment and DLBPC for N=1 to 100 on GHIM-10K.](image)

Fig. 5. P-R curves for the five active methods MDLBP, MSLBP, LCVP, LBPC, LBP, and two proposed methods DLBPC+ color moment and DLBPC for N=1 to 100 on GHIM-10K.
The accuracy versus recall values of GHIM-10K for N=1 to 100 is shown in Figure 5. For all recall values, the proposed techniques use greater accuracy. The mAP value for all methods decreases as the data set is larger.

5.4 Time Analysis

The three time-consuming procedures are feature extraction, distance calculation D(P, Q) for a given query p and repository image q, and sorting the top N image from a repository of R images. The size L of the attribute vector affects the calculation of D(P, Q). This move has an order of time complexity of O(L). To recover N top images from R repository images, we employ a basic sorting algorithm (bubble sort) with time complexity of O(N, R). This is true for all of the procedures. We called it retrieval time because we combined the times for distance. Table 5 shows the time for property extraction, retrieval time, and cumulative time for all seven processes. The dimension of the function vector is also included in the table. With 0.051(s) and 0.967(s) for attribute extraction and image retrieval, LCVBP is the fastest. The property extraction and retrieval times for our proposed systems DLBPC and DLBPC+Color moment are 0.037(s), 0.0972(s) and 0.039(s), 0.981(s) respectively.

<table>
<thead>
<tr>
<th>Sr. no</th>
<th>Methods</th>
<th>No. of features</th>
<th>Property Extraction Time (s)</th>
<th>Retrieval Time (GHIM-10K dataset)</th>
<th>Total Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LBP [14]</td>
<td>3*256=768</td>
<td>0.099</td>
<td>1.885</td>
<td>1.984</td>
</tr>
<tr>
<td>2</td>
<td>LBPC [7]</td>
<td>256</td>
<td>0.038</td>
<td>0.977</td>
<td>1.015</td>
</tr>
<tr>
<td>3</td>
<td>MSLBP [38]</td>
<td>2304</td>
<td>0.731</td>
<td>4.074</td>
<td>4.805</td>
</tr>
<tr>
<td>4</td>
<td>MDLBP [47]</td>
<td>2048</td>
<td>0.212</td>
<td>2.126</td>
<td>2.428</td>
</tr>
<tr>
<td>5</td>
<td>LCVBP [50]</td>
<td>236</td>
<td>0.051</td>
<td>0.967</td>
<td>1.018</td>
</tr>
<tr>
<td>6</td>
<td>DLBPC (using new distance metric) Proposed</td>
<td>256</td>
<td>0.037</td>
<td>0.972</td>
<td>1.009</td>
</tr>
<tr>
<td>7</td>
<td>DLBPC+color moment (using new distance metric) Proposed</td>
<td>265</td>
<td>0.039</td>
<td>0.981</td>
<td>1.020</td>
</tr>
</tbody>
</table>

Table 5: Various methods require time (seconds) to extract features and retrieve images from the top 100 images in the GHIM-10K datasets.

6. Conclusion

For data retrieval with high precision and time, DLBPC and a new distance metric are proposed. DLBPC with suggested distance metric uses L*a*b* color space and threshold of diagonal color pixel during circularly symmetric neighborhood of a pixel of evenly spaced member P and radius R. DLBPC was combined with Color moment for effective retrieval (global Feature). Across all datasets, the proposed approach DLBPC + Color moment using the proposed new distance metric achieves better value of mAP than the commonly used multichannel decoded local binary pattern (MDLBP). Further research let out the suggested descriptor is also useful when there is a lot of intra-class variance among the images.

The proposed method was implemented on daunting datasets: Wang-1K, GHIM-10K datasets to test the efficacy of our image retrieval system, and found competitive in terms of accuracy and speed over the other methods.
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