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Abstract
Malware detection has gained huge attention in recent times. This is mainly because of the increase in new malware variants which pose a significant threat to information security. The conventional malware detection systems are not capable of detecting new generation malwares due to the constant changes in the network behavior. An efficient malware detection approach must be able to handle the dynamic changes in the malware behavior with a very minimum processing time to identify malicious attacks at the initial stage. This paper presents a novel Performance Importance Weighted Random Forest (PERI-WRF) for detecting different types of malwares in network systems. The proposed PERI-WRF incorporates a novel data reduction technique which is capable of reducing the size of training data to maximize the classification accuracy. A clustering algorithm consisting of GWO and K-means++ algorithm is implemented to group the malicious data samples collected from input. To validate the effectiveness of the detection framework, the system was tested using various evaluation metrics. Results show that the proposed malware detection model with novel data reduction techniques achieves superior classification accuracy, and the proposed approach is appropriate for detecting real-time malwares with superior accuracy and low MAE score.
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1. Introduction
Malware is intrusive software which can cause significant harm to the computer systems (Vinod et al., 2009) [1]. It is one of the biggest security threats with new variants appearing on a daily basis. Malwares is designed to exploit or harm programmable devices such as computer networks, smart phones etc. To identify the possible malwares in a system, the device files are scanned thoroughly. This process also involves the analysis of the origin, functionality, and types of malware. Malware detection has become one of the significant tasks in software industry and has attracted various researchers in recent decades (Aafer et al., 2013) [2] (Das et al., 2015) [3] (Ozsoy et al., 2015) [4] (Suciu et al., 2019) [5]. For detecting any malicious or suspicious activity in the system, it is essential to have a robust scanning/detection model. These scanning techniques depend on various conventional methods such as static and dynamic analysis, static analysis, statistical and content analysis. However, these techniques fail to protect the system against the attackers since it is easy for the attackers to recreate different variants of the malware which can easily escape from these detection techniques (Komatwar&Kokare, 2021) [6]. Traditional signature-based techniques are not quite effective in detecting malwares since it autonomously creates obfuscation with completely differently appearing signatures that makes textual and binary data difficult to understand. As an alternative, behavior-based techniques have gained significant attention in recent times (Fukushima et al., 2010) [7] (Chang et al., 2016) [8] (Xiao et al., 2019) [9]. These techniques use learning approaches for detecting malicious behavior of the system. Behavior-based approach analyses the behavior of the system using monitoring tools such as feature extraction, data mining or graph mining tools to classify the files as malware or benign (Ming et al., 2017) [10]. Even if the codes of the program are changed, the behavior will remain constant and hence new variants of malware can be easily detected.
using this technique. However, some of the behavior-based techniques do not work effectively with new variants of malware because of its complex features. New generation malwares can introduce potential harmful attacks such as targeted and persistent attacks which keep changing, and also different types of malwares are used while launching the attacks (Aslan & Samet, 2020) [11]. It requires advanced and sophisticated techniques to detect new generation malwares. Automated techniques such as machine learning (ML) and deep learning (DL) techniques are considered as potential tools for malware detection because of their superior generalization capacity (El Merabet&Hajraoui, 2019) [12]. Different ML algorithms such as support vector machine (SVM) (Rashidi et al., 2017) [13], Decision Trees (DT) (Zulkifli et al., 2018) [14], Logistic Regression (LR) (Kumar et al., 2017) [15], are used widely in different malware detection approaches. However, conventional ML algorithms depend mainly on feature extraction and feature learning mechanisms which require expert domain knowledge (Raff et al., 2018) [16] (Rhode et al., 2018) [17]. Besides, once the hacker is able to access and understand the features, it becomes easy for the attacker to conceal their identity and deceive the detection models (Anderson et al., 2017) [18]. In this context, this paper identifies Random Forest (RF) algorithm as one of the potential algorithms for malware detection because of its classification and prediction capability. They have shown superior detection ability in various literary works (Alam&Vuong, 2013) [19] (Mills et al., 2019) [20] (Roseline et al., 2020) [21].

Though RF algorithms have shown outstanding performance in malware detections, its performance can be improved by incorporating base models to enhance the prediction accuracy. However, considering equal weights i.e., a simple average for all base models is not appropriate since it affects the final predictions. This is mainly because of the random selection of input features and random sampling. Randomization does not ensure that all the constructed trees in a random forest have the same decision-making capabilities (Li et al., 2010) [22]. Hence, it is essential to have an appropriate weighting procedure to add weight to the trees based on their learning ability. In this context, research proposes a Performance Importance Weighted Random Forest (PERI-WRF) based learning model for malware detection. A novel data reduction technique is implemented to maximize the classification accuracy of the proposed model.

The contributions of this paper are summarized as follows:

- This paper presents a novel PERI-WRF learning model for detecting malware from the given input dataset.
- A novel Grey Wolf Optimization (GWO) with K-means++ clustering algorithm is implemented to cluster and label the data samples into malicious files.
- This work employs a t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm as a data reduction process to reduce the data dimensionality and number of features for classification.
- This research aims to show that reduction in the number of features will have a significant impact on the accuracy.
- A comparative analysis is presented which compares the time complexity for different training and testing data split ratios.

The rest of the paper is organized as follows: Section 2 reviews some of the related works while section 3 discusses the construction of RF classifiers. Section 4 discusses the proposed research methodology for malware detection which includes dataset details, PERI-WRF model and data reduction mechanism. Section 5 discusses the experimental results and performance evaluation and the conclusion is outlined in section 6.

2. Literature Review

In the past decades, several works have discussed the implementation of ML and DL algorithms for developing efficient malware detection systems (Liu et al., 2017) [23] (Rathoreet al., 2018) [24] (Li et al., 2018) [25] (Pan et al., 2020) [26]. This section presents the analysis of various existing works. The survey focuses mainly on two categories namely feature extraction and reduction, and classification. As discussed previously, in static analysis, the features are generated without running the code and in dynamic analysis, features are accessed while executing the code. (Schmidt et al., 2009) [27] performed static analysis on the data samples for extracting the function calls in android smartphones. (Dhayak&Poongodi, 2015) [28] detects the vulnerabilities in the software system using static analysis. The focus was given to the analysis of the static code using the ML algorithm known as N-gram analysis. This model detected the novel malicious behavior present in android smart phones with good accuracy. (Shijo& Salim, 2015) [29] integrated both static and dynamic analysis for classifying novel executable files. This work employed ML algorithms where both benign and malware data samples are used as training data. The ML algorithm analyses the binary code and the dynamic behavior of the system and based on that the feature vectors are selected. Results show that the integrated approach improved the classification accuracy. While the static and dynamic model achieved an accuracy of 97.1% when applied as a single model, the proposed integrated approach achieved 98.7% accuracy. However, the static and dynamic analysis is outperformed by the deep learning based learning models. One such approach is presented in (Choi et al., 2017) [30], where a novel method of detecting the malwares using DL algorithm is presented. The images are generated from both benign and malware files. As
a next step, a trained model is used for identifying malware from the system. This approach eliminates the need of both static and dynamic analysis. An effective ML-based classifier was proposed in (Narudin et al., 2016) [31] to evaluate the implementation of ML algorithms for classifying mobile applications. The proposed approach combined anomaly detection with ML algorithms to improve the detection accuracy. Experimental evaluation showed that both RF and Bayes algorithm achieved an highest accuracy of 99.97% compared to multi-layer perceptron which achieved an accuracy of 93.03%. However, it was inferred that the k-nearest neighbor classifier detected the new generation malware in android applications with highest true-positive rate compared to other techniques. (Rana et al., 2018) [32] evaluated different tree-based ML classifiers for malware detection using an effective feature selection approach. Experimental evaluation was conducted on 11,120 applications from the DREBIN dataset wherein 5560 data samples contained malwares and remaining samples were benign. As observed from the results, RF shows significantly higher performance in terms of accuracy of 97.24% compared to SVM which achieved an accuracy of 94% and hence provides a potential base for developing potential tools for detecting potential threats and attacks. The efficacy of ML algorithms, specifically random forest, is discussed in (Agrawal & Trivedi, 2021) [33]. The study analyzed different ML classifiers for malware detection in android applications. The study discussed the strengths and limitations of the classifiers. The paper concludes that the RF algorithm is one of the efficient algorithms and achieves higher accuracy in comparison with SVM and Naive Bayes algorithms.

3. Random Forest (RF) Classifier

RF is a supervised ML algorithm which performs classification and regression simultaneously. The RF algorithm was initially developed by Leo Breiman (Ellis et al., 2014) [34] which create the forest with a certain number of trees. More the number of trees in the algorithm, more robust is the potential of the algorithm i.e., higher the number of trees in the algorithm leads to higher classification and prediction accuracy. In RF, the trees are constructed using a bootstrap sample of instance and the feature set of the input data in each tree is considered as a random subset of the global features. Correspondingly, RF algorithms incorporate the advantages of two ML techniques namely bagging and random feature selection for decision making. Each decision tree in a random forest has a low bias since it is unpruned and the correlation between each tree is very low due to bagging and random feature selection. Hence, RF provides an ensemble with low bias and variance.

The classification and prediction is obtained from a set of results through various evaluation strategies such as averaging (simple and weighted average) and voting. When compared to single decision tree classifiers, RF shows a higher performance (Li et al., 2015) [35] (Ham et al., 2013) [36] and has following advantages:

- It is suitable for applications which have more features than actual observations.
- It achieves desired performance despite complexities such as increase in the number of predictor variables and noise.
- It overcomes the problem of overfitting.
- No continuous fine-tuning of parameters is required to achieve better performance.

In this work, the RF algorithm initially considers ‘L’ bootstrap samples from the dataset and for each sample. A classification tree is constructed and the features are selected randomly. The classifiers in the training model and the output of the classifier are denoted as \( \{c_1, c_2, \ldots, c_T\} \) and \( c(x) \) respectively. During classification, each classifier will predict an output from the sample labeled dataset \( \{o_1, o_2, \ldots, o_N\} \). In this research, the labeled dataset is malware and benign. Further the outputs of the individual classifier are combined to make a final prediction which is based on majority voting. The predicted outputs are represented as an N-dimensional vector to make it suitable for defining the prediction constraint as shown in equation 1. (Zhu et al., 2018) [37].

\[
C(x) = f(x) = \begin{cases} 
  o_k & \text{if } \sum_{i=1}^{T} c_i^k(x) > 0.5 \sum_{i=1}^{N} \sum_{i=1}^{T} c_i^k(x) \\
  \text{reject} & \text{Otherwise} 
\end{cases}
\]  

(1)

Where \( C(x) \) is the final prediction classification result, \( c_i^k(x) \) is the N-dimensional vector of individual classifiers, \( o_k \) is the class label.

However, the classification accuracy of the RF classifiers reduces with the increase in the number of training data. A novel data reduction technique is proposed in this research which reduces the size of training data and extracts only relevant and small subset of features from the dataset to reduce the classification error. In addition, the conventional RF classifier assumes equal weight for all the base models which is not reasonable. This paper proposes a performance importance weighted RF algorithm.

4. Proposed research methodology

In ML-based malware detection frameworks, the input data is represented using a larger number of features and hence the number of training samples required to train the RF model also increases. However, all the features are
not relevant for prediction and the presence of irrelevant features increases the computational complexity of the ML algorithms and has a negative impact on the classification and prediction accuracy. Conversely, extraction of relevant and small subset of features can improve the performance of these algorithms (Moonsamy et al., 2011) [38]. Based on this concept, this paper employs a data reduction technique and a performance weighted RF algorithm. The preliminary aim of this research is to show that reduction in the number of features and the size of training data is possible without compromising the accuracy. The steps involved in the implementation of the proposed approach are discussed in below subsections;

4.1. Dataset Details

For achieving desired performance, it is essential to select a representative dataset to train the ML algorithm. The dataset should accurately be adaptive to the real-time applications. In this work, the data for experimental analysis was obtained from the Classification of Malware with PE headers (ClaMP) dataset which contains both malware and benign data. The data set comprises 54 features extracted from binary executable using PEFILE features. The dataset contains 5210 rows and 70 columns and the feature set is identified from 96724 benign files and 41323 malicious files. For each of the entries pertaining to a malicious file, an associated attribute specifying the risk level is recorded.

During data preprocessing, the redundant data is filtered out from the data frame to make it appropriate for classification. Next, the dataset is split into label 0 and label 1, where label 0 contains the benign files and label 1 contains all malicious files. These labels are used to construct the proposed PERI-WRF classification model. Further, the malicious files are converted into three-level malicious files (malicious 0, malicious 1, and malicious 2) to split the malicious samples from the dataset. This is done using a clustering algorithm.

4.2. Clustering Technique

This work proposes a novel K-means++ cluster with Grey Wolf Optimization (GWO) based clustering algorithm to cluster the malicious dataset from the dataset samples. In general, clustering techniques work based on centroid and GWO optimization is used to find the best centroid value. Based on the obtained centroid, K-means++ clustering algorithm will group/cluster the data. GWO is a meta-heuristic optimization algorithm which is inspired by gray wolves. The GWO algorithm follows the hunting process and leadership hierarchy of the gray wolves. It employs four types of wolves’ behaviors such as hunting, searching for prey, encircling prey, and attacking prey for finding the optimized value. Along with this, four types of gray wolves namely alpha, beta, delta, and omega are used for identifying the leadership hierarchy (Mirjalili et al., 2014) [39]. The alpha, beta, delta, and omega estimates the location of the prey and other wolves will update their locations randomly around the prey. Whereas, K-means++ algorithm initializes the centroid obtained from the GWO and clusters all the data points.

In this work, it randomly selects the first centroid from the available data points and for each data point the distance from the nearest centroid (or previously chosen centroid) is calculated using the K-means++ algorithm. The next centroid is selected from the data points whose distance is maximum from the nearest centroid. The process is repeated until the ‘k’ number of centroids is sampled. Here, the number of clusters is fixed as 3 and 10 numbers of wolves are considered for the clustering process. An overall 1000 iterations was performed for grey wolves and the centroid values are updated after every iteration. For each iteration, 3 best centroid values are obtained and these values are used by the K-means++ algorithm to group the malicious data from the dataset.

The pseudo code for the GWO-K-means++ algorithm is given below:

**Step 1: Initialization**

Initialize the number of wolves, clusters, iteration:

- Initialize number_wolfs = 10, number_cluster = 3, n_iteration = 1000
- Wolves = [] //empty wolf list

**Step 2: Finding the wolves**

Class GWOCluster:

- wolf = None
- def _init_wolfs():
-   for (i in range(number_wolfs)):
-     Wolf(); // called wolf function, here calculating the
-     best_score, gbest_centroids, gbest_score //Defined the wolfs based clustering
-     if (wolf.best_score < gbest_score):
-       wolves.append(wolf)
-     end if
-   end for
Step 3: (Finding the `gbest_centroids`, `gbest_score`)

Class GWOCluster:
```python
def run():
    history = []
    for i in range(n_iteration):
        for wolf in range(number_wolfs):
            wolf.update(gbest_centroids, data)  # wolf will updated based on centroids
            if wolf.best_score < gbest_score:
                gbest_centroids = wolf.centroids
                gbest_score = wolf.best_score
            history.append(gbest_score)
    Return history
```

Step 4 (Finding Clustering based on `gbest_centroids`)

Class Kmeans():
```python
defint():
    n_cluster = 3
    Centroid = gbest_centroids // from GWO class
End function

def fit(data):  # passing the data
    distance = self._calc_distance(data)  // calling the calc_distance
    function for calculating the distance
    cluster = self._assign_cluster(distance)
    new_centroid = self._update_centroid(data, cluster)  // finding the new
    centroids based on data ,cluster
    diff = numpy.abs(self.centroid - new_centroid).mean()  // find the mean
    between gbestcentroid ,newcentroid.
    self.centroid = new_centroid
End function

def predict(data):
    distance = self._calc_distance(data)
    cluster = self._assign_cluster(distance)
    return cluster  // final cluster data will return here.
End function
```

4.3. Data Reduction Technique

Once the data is clustered into malicious data, the data is further reduced using a t-SNE data reduction technique. As inferred from existing works, processing a large-scale training dataset increases the training time. One of the best solutions to address this issue is to minimize the dimension of the training set while preserving the characteristics of the data. It can be achieved by selecting a representative subset of the actual massive data set. This approach is referred to as the Data Reduction Technique (DRT). The proposed t-SNE will reduce the issue of data dimensionality in order to explore high-dimensional (HD) data.

The proposed t-SNE is an unsupervised and nonlinear algorithm which is employed to investigate and visualize HD data. In other words, t-SNE algorithm will provide a clear vision about the arrangement of data in a HDspace. It overcomes the limitations of other dimensionality reduction techniques such as Principal Component Analysis (PCA). PCA operates using a linear process and cannot effectively compute complicated polynomial relationships between features. Also, PCA places all dissimilar data samples in a low-dimensional (LD) space. But, to represent the HD data in LD space, it is essential to represent all the similar data points placed closely, which is not possible in linear data reduction techniques such as PCA. The proposed t-SNE algorithm finds the data patterns by determining their resemblance with the features. The resemblance is determined using a conditional probability wherein point xi will choose point xj as its neighbor as shown in the equation 2. (Pouyet et al., 2018) [40].
\[ p_{ij} = \frac{\exp\left(-||x_i-x_j||^2/2\sigma_i^2\right)}{\sum_{k \neq i} \exp\left(-||x_i-x_j||^2/2\sigma_i^2\right)} \]  

(2)

Where \( p_{ij} \) is the conditional probability, \( \sigma_i \) is the variance of the Gaussian which is centered on data point \( x_i \). For representing the LD data points represented as \( y_i \) and \( y_j \) from the HD \( x_i \) and \( x_j \), the same condition (shown in equation 2) can be used which is denoted by \( q_{ij} \). The probabilities of LD data points are calculated as shown in equation 3.

\[ q_{ij} = \frac{(1 + ||y_i - y_j||^2)^{-1}}{\sum_{k \neq i} (1 + ||y_k - y_i||^2)^{-1}} \]  

(3)

Further, the difference between the conditional probabilities or similarities of the two data points is reduced in both high-dimensional and low-dimensional space for representing the data points in lower-dimensional space.

The process flow of the proposed data reduction technique using t-SNE is shown in figure 4.1

---

4.4. Construction of PERI-WRF model

In an ensemble model, many base learners are combined together for producing better results. Whenever the predictive learners are aggregated together, weighting each model and tuning the parameters are very critical. Generally, Random Forest treats tree level results equally. It can be improvised by weighting trees in such a way that better performing trees are weighted more. In this research, the PERI-WRF models are designed using out-of-bag (OOB) accuracy. Here, the out-of-bag performance of the classifier is determined in terms of accuracy and the normalized accuracy of each classifier is used as its weight to form an ensemble of classifiers. The process of the proposed PERI-WRF model is illustrated in figure 4.2.
Considering training data $T$ for training the model and the dataset has $M$ number of features are available. The $X_i$ is defined as a feature set and $y_i$ is defined as labels. Now, the training data $T$ is expressed as

$$T = \{(X_1,y_1), (X_2,y_2), \ldots (X_n, y_n)\}$$  \hspace{1cm} (4)

The size of the training dataset is assumed to be the same as the original dataset. The random re-sampling of the training data $T$ results in the formation of $\{T_1, T_2, \ldots, T_s\}$ datasets. This dataset is called the bootstrap dataset. Due to "with-replacement", every dataset $T_i$ can have duplicate data records. As discussed previously, the performance of the PERI-WRF model is analysed using OOB accuracy which uses a bagging approach. Bagging is the process of taking bootstraps & aggregating the models learned on each bootstrap. In this process, each decision tree (base models) generates $N_{\text{tree}}$ ($j \in \{1, \ldots, N_{\text{tree}}\}$) and are sampled randomly. The newly generated training data is called an in-bag sample. Each in-bag sample is assumed to have an approximate value of 63.2% unique observations and the remaining samples are considered as out-of-bag samples (Gajowniczek et al., 2020) [41].

The actual implementation of the RF model combines the outputs of each individual classifier and obtains a final probability score $Y_i^{\text{RF}}$ which is given in equation 5.

$$Y_i^{\text{RF}} = \sum_{j=1}^{N_{\text{tree}}} I[Y_{ij} > 0.5]$$ \hspace{1cm} (5)

Where $I$ represent the indicator function, $Y_{ij}$ is the probability for $i$th observation for $j$th tree. Equation 5 employs a majority voting mechanism with a specific threshold limit of 0.5. In this work, the trees in the random forest for classification are built using a general RF algorithm. However, performance-based weights are used for aggregating the outputs of the trees. Specifically, weighting probability is considered for each tree in the forest in such a way that trees which perform better are weighted more heavily than others. The weighting probability is defined as;
Where, \( w_j \) represents the weight of the \( j^{th} \) tree.

The accuracy of the weighted RF model is calculated using OOB and bootstrap based on the majority vote. Further, the performance is measured based on the Area Under the Curve (AUC) score. Then the weight on each tree will be calculated and the output of the trees with higher weights is used for classifying the malicious files based on the OOB observations.

5. Results and Discussion

The data collected from the (ClaMP) dataset which contains both malware and benign data. The data is split into training data (70%) and testing data (30%). Different performance metrics are used to determine the performance. The classification ability of the proposed PERI-WRF model is compared with traditional RF algorithms. Furthermore, the proposed data reduction technique is compared with PCA to validate the performance. The results of the experimental analysis are discussed in below sections. This section should come before the References. Funding information may also be included here.

5.1. Performance Evaluation of PERI-WRF model

The performance of the PERI-WRF model is analyzed using the Evaluation metrics as discussed in below equations. The metrics are defined using the elements of the confusion matrix namely: True positives (TP), True negatives (TN), False positives (FP), False negatives (FN). The expressions for evaluating the performance metrics are discussed as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (7)
\]

Recall is calculated as the ratio of the malwares detected and which are accurately classified and is given as:

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (8)
\]

Precision defines the accuracy of positive predictions

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (9)
\]

Correspondingly, F1 score is defined as:

\[
\text{F1 score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (10)
\]

In general, the value of F1 score lies between 0 and 1 which defines worst and best values respectively. F1 score can also provide an estimated measurement of accuracy.

The confusion matrix of the PERI-WRF model and the corresponding results are given in figure 5.1 and table 1 respectively.
<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th>Kmeans++</th>
<th>PCA</th>
<th>Random Forest</th>
<th>PERI-WRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.89</td>
<td>0.82</td>
<td>0.88</td>
<td>0.95</td>
</tr>
<tr>
<td>Recall (Sensitivity)</td>
<td>0.85</td>
<td>0.78</td>
<td>0.80</td>
<td>0.93</td>
</tr>
<tr>
<td>Precision (Specificity)</td>
<td>0.88</td>
<td>0.78</td>
<td>0.80</td>
<td>0.94</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.87</td>
<td>0.78</td>
<td>0.80</td>
<td>0.93</td>
</tr>
<tr>
<td>Mean Absolute Error (MAE)</td>
<td>0.15</td>
<td>0.25</td>
<td>0.22</td>
<td>0.08</td>
</tr>
<tr>
<td>AUC</td>
<td>0.97</td>
<td>0.90</td>
<td>0.79</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 1. Evaluation of PERI-WRF model

Figure 5.2 describes the performance measurement of different data reduction techniques in terms of accuracy, sensitivity, specificity, MAE, and F1 score. It can be inferred that the proposed PERI-WRF model outperforms all the other models by achieving an outstanding accuracy of 95% and with a lower MAE score of 0.08. Correspondingly, the ROC of the PERI-WRF model and other models is shown in figure 5.3.
The ROC curve is used to determine the classification process of the proposed model. AUC provides an overall measure of performance at different classification levels. Higher the AUC rate, better is the performance of the model in distinguishing between TP and FP rates. The proposed approach achieves an AUC of 97.70% which is significantly higher compared to the AUC values of other models such as K-means, PCA and conventional random forest.

5.2. Comparative analysis

To validate the performance of the proposed approach, the results of the PERI-WRF model were compared with conventional random forest algorithms using the same dataset without data reduction technique.

The confusion matrix of the RF model and results are given in figure 5.4 and table 2 respectively.

![Confusion Matrix](image)

**Fig. 5.4 Confusion matrix of the proposed RF model**

<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th>Kmeans++</th>
<th>PCA</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.87</td>
<td>0.82</td>
<td>0.88</td>
</tr>
<tr>
<td>Recall (Sensitivity)</td>
<td>0.83</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>Precision (Specificity)</td>
<td>0.84</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.84</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>Mean Absolute Error (MAE)</td>
<td>0.20</td>
<td>0.28</td>
<td>0.21</td>
</tr>
<tr>
<td>AUC</td>
<td>0.91</td>
<td>0.90</td>
<td>0.85</td>
</tr>
</tbody>
</table>

**Table 2. Evaluation of RF model with K-means and PCA**

Compared to the results of the PERI-WRF model with data reduction technique (as shown in table 2), the performance of random forest algorithm without data reduction is quite moderate. The RF algorithm achieves an accuracy of 88% with a MAE of 0.21. Similar to the proposed approach, the performance of the RF classifier was also determined by plotting an ROC curve as shown in figure 5.6.

The ROC curve was plotted for RF classifiers and other models to determine the performance of these techniques without data reduction. As inferred from figures 5.3 and 5.6, the data reduction technique has a significant effect on the performance on the AUC. Here, the RF algorithm with normal feature selection mechanism shows deteriorated performance with an overall AUC of 83.94% in comparison to the proposed PERI-WRF model with improved accuracy. While K-means++ achieves second best performance with an AUC of 90.45%, PCA achieves lower performance with an AUC of 88.64%.
In addition to the previously discussed performance, the time complexity of different approaches along with the proposed approach. The time complexities are analyzed with respect to different training and testing dataset ratios such as 60:40, 70:30, and 80:20. The results of the simulation analysis are tabulated in below given figures.

Fig. 5.7 Time complexity for a data split ratio of 60:40

Fig. 5.8 Time complexity for a data split ratio of 70:30
Fig. 5.9 Time complexity for a data split ratio of 80:20

The figures show the time complexity which determines the time taken for execution. The time required by the RF model to execute a particular task is defined as the time complexity. The superiority of the model is determined by its time complexity wherein the execution speed of the model increases with the reduction in the time complexity. As inferred from figures 5.7, 5.8, and 5.9, the time complexity for the proposed model is very less for a data split ratio of 80:20 compared to other approaches for different data splits.

6. Conclusion

This research discusses the implementation of a novel PERI-WRF framework with novel data reduction techniques for malware detection. The proposed research consists of a clustering technique to label and cluster malicious data from the benign data. As inferred from existing studies, the increase in the number of features and size of training data affects the classification accuracy. To overcome this problem, this research implemented t-SNE as a data reduction technique. The t-SNE algorithm reduced the size of the training data to enhance the accuracy of the PERI-WRF classifier. Experimental analysis was mainly conducted to analyze the influence of data reduction techniques on the classification accuracy. In addition, the same dataset was used to test the performance of a conventional random forest classifier without data reduction technique. The primary objective of this research was to show that the data reduction technique and selection of relevant features will have a positive impact on the accuracy and performance of the classifiers. It can be inferred from experimental results that the proposed approach achieved a superior accuracy, a high recall and a high precision score. The maximum accuracy achieved by the proposed PERI-WRF model was 95% with the mean score being 0.08. In future work, the study intends to deploy the proposed PERI-WRF model in a real environment and validate the performance of the proposed model by launching different variants of malwares.
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