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Abstract 

Breast cancer is a prevalent disease, with the second highest incidence rate among all types of cancer. The 
risk of death from breast cancer is increasing due to rapid population growth, and a dependable and quick 
diagnostic system can assist medical professionals in disease diagnosis and lower the mortality rate. In this 
study, various machine-learning algorithms are examined for predicting the stages of breast cancer, and 
most especially in the medical field, where those methods are widely used in diagnosis and analysis for 
decision-making. We focused on boosting classification models and evaluated the performance of XGBoost, 
AdaBoost, and Gradient Boosting. Our goal is to achieve higher accuracy by using boosting classifiers with 
hyperparameter tuning for the prediction of breast cancer stages, precisely the distinction between 
"Benign" and "Malignant" types of breast cancer. The Wisconsin breast cancer dataset is employed from 
the UCI machine learning database. The performance of our model was evaluated using metrics such as 
accuracy, sensitivity, precision, specificity, AUC, and ROC curves for various strategies. After 
implementing the model, this study achieved the best model accuracy, and 98.60% was achieved on 
AdaBoost. 

Keywords: Machine Learning, Breast Cancer, Classification Algorithms, Xgboost, Adaboost, Gradient 
Boosting. 

1. Introduction

Cancer is considered the worst of all ailments. It is a group of illnesses that allow for erratic growth that could 
spread or invade certain bodily parts. Invasive breast cancer in women is anticipated to cause 245,299 new cases 
of diagnosis and 40,450 new mortality cases in the U.S cancer Statistics (CDC Report) in 2016. One type of cancer 
that begins in the breast is breast cancer. Benign and malignant are the two types of classes for cancer detection. 
A malignant tumor develops fast and damages its tissues by invading them [1]. Breast cancer cells typically 
develop a tumor frequently detectable on an x-ray or as a lump. Breast cancer can spread when cancerous cells 
enter the blood or lymphatic system and get carried to other parts of the body. Patients must endure breast cancer 
surgery, chemotherapy, radiotherapy, and endocrine treatments to stop cancer from spreading. 
Worldwide, breast cancer is the second leading cause of death in women after heart disease. And it affects more 
than 8% of women at some point in their lives [2]. 97% of women can survive for more than 5 years with early 
detection despite the high survival rate. Statistics show that this condition has been responsible for a sharp rise in 
the number of fatalities in recent years. The major obstacle in treating it is early discovery. Therefore, some data 
science solutions must be included, in addition to medical remedies to address the death-causing problem. The 
objective of this research is to discover general trends that may aid in the selection of the best machine learning 
algorithm and hyperparameters, as well as to determine which traits are most effective in predicting whether a 
tumor is ‘benign’ or ‘malignant’.Turkki et al. [3] stated that prognostic assessment using machine learning 
techniques is possible without prior knowledge of breast cancer pathology. To do this, machine learning 
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classification algorithms are used to fit a function that can predict the discrete class of new data.ML is based on 
four steps: Collecting data, picking the model, training the model, and testing the model [4]. The research aims to 
distinguish between malignant and benign patients, categorize them, and plan how to parametrize our 
classification methods to use boosting classification algorithms with high accuracy.  The Wisconsin Breast Cancer 
dataset is used for our data selection. In describing breast cancer, we investigated a variety of datasets and other 
machine learning techniques' potential. We aimed to maximize accuracy while lowering error rates. It came across 
multiple boosting classification techniques in machine learning, where different algorithms had been employed to 
predict the stages of breast cancer. We examined the supervised classification machine learning models and 
offered a useful technique for feature selection that lowers the features. The proposed model will be capable of 
classifying breast cancer, whether it is "Benign" or "Malignant". 
 Our target is to achieve higher accuracy by using boosting classifiers with hyperparameter tuning (Grid Search 
CV) for the prediction of breast cancer stages, specifically the distinction between "Benign" and "Malignant" 
types of breast cancer that will help the physician to identify the type of breast cancer correctly. 
This paper is organized as follows. In section 2, Related Works is described. In section 3, the proposed 
methodology is presented, and the background study is described. In Section 4, the results of the study are 
discussed. Section 5 showed the discussion, and the conclusions are presented in Section 6. 

2. Materials and methods 

Related Works  
Numerous innovative technologies for diagnosing breast cancer have been developed with the advancement of 
medical research. The following is a summary of the research in this field. 
M. Raihan presented [5], Using two well-known ensemble machine learning methods, the breast cancer dataset 
was examined to provide predictions about breast cancer. Breast cancer was predicted using XGBoost and 
Random Forest. For this research, a total of 275 examples with 12 features were used. In this analysis, accuracy 
with the Random Forest method was 74.73%, and accuracy with XGBoost was 73.63%. V. L. Jyothi et al. [6] 
explained 4 machine learning classifiers Random Forest, Decision Tree, AdaBoost, and Gradient Boosting (GB) 
were compared to classify benign and malignant tumors. The performance of all four classifiers is assessed, and 
the results are utilized to compare them. The objective of the effort is to identify the best Machine Learning (ML) 
model for diagnosing breast cancer. The classification accuracy of GB, which outperformed all other models, was 
95.82%.  

Authors H. Gupta et al. [7] discussed and emphasized the importance of early detection of fatal diseases like breast 
cancer. In this regard, compared to other classifiers taken into consideration in this work, the CatBoost-based ML 
algorithm appears to be a better classifier for breast cancer prediction. It provides an accuracy of 97.8%, which is 
higher than the other ML techniques. Amrane et al. [8] compared, to accurately diagnose breast cancer patients, 
the two machine learning classifiers, Naive Bayes (NB) and K-Nearest Neighbors (K-NN). K-NN performed well 
in the comparison, scoring 97.51% accuracy, whereas NB scored 96.19% accuracy.  

Sakri et al. [9] concentrated on improving the accuracy value and combining the ML techniques K-NNs, NB, and 
reduced error pruning (REP) tree with the feature selection algorithm particle swarm optimization (PSO). Their 
area of expertise includes the issue of breast cancer in Saudi Arabian women, which is one of the country's key 
issues. The Naive Bayes Classifier, RepTree Classifier, and K-NN classifier have achieved an accuracy of 70%, 
76.3%, and 66.3%, respectively. They utilized the Weka tool to analyze their data. They have discovered four 
features that work best for this classification assignment when PSO is used. Yolanda et al. [10] Compared, with 
an accuracy of 74.14% when the GB machine learning algorithm was used and it is the most accurate classifier in 
predicting breast cancer using the CBCD.  

In this study,  M. Amine Naji et al [11] applied 5 machine-learning algorithms to the Breast Cancer Wisconsin 
Diagnostic dataset: Support Vector Machine( SVM), Random Forest, Logistic Regression, DT, and KNN. SVM 
performed better than all other classifiers and had the best accuracy of 97.2%.  Subramanian PT et al [12] have 
highlighted Naive Bayes strategies in their study comparing Tree Augmented Naive Bayes (TAN), and Bayes 
Belief Network (BBN). Their research indicates that 91.7%, and 94.1% accuracy have been attained for BBN, 
and TAN, respectively, with the use of Gradient boosting.  

On the WBCD dataset, [13] applied the Naive Bayes Classifier, Radial Basis Function Network, and Decision 
Tree Classifier algorithms. The accuracy for Naive Bayes was 97.36%, which is higher than the accuracy for the 
Radial Basis Function network and the Decision Tree Classifier, which were 96.77% and 93.41%, respectively. 
Using decision tree variants, Azar et al. [14] presented a technique for the prediction of breast cancer. The single 
decision tree (SDT), and decision tree forest (DTF) are the modalities employed in this method. The results 
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showed that, in the training phase, the accuracy acquired by single decision trees was 97.07%. In the testing phase, 
DTF had an accuracy of 97.51%, whereas SDT had an accuracy of 95.75%.  

In this section, we present a comparative study of several machine learning techniques for predicting breast cancer, 
such as SVM, KNN, Random Forest, SDT, CatBoost, and logistic-regression, Naïve Bayes, etc. The technique 
for learning the basic features and working principles of each machine is different. The highest accuracy achieved 
by Catboost was 97.8%. 
 
3. Methodology 
We started by collecting the data we intended to use for pre-processing and applying the classification methods. 
A data mining approach called "data pre-processing" entails putting raw data into a comprehensible format. Real-
world data is frequently insufficient, inconsistent, and uncertain, containing several inaccuracies. Pre-processing 
data is a tried-and-true way to fix these problems. Raw data is prepared for subsequent processing by data pre-
processing. We pre-processed the UCI dataset by using the standardization approach. This stage is crucial because 
the quality and volume of data you collect will directly affect how effective your prediction model will be. 
The collection consists of 32 attributes and 569 examples. The two primary cancer designations for it are benign 
(B) and malignant (M). These are all the classes. A total of 357 benign instances, or 62.7% of all cases, outnumber 
212 malignant cases, which account for 37.3% of all cases.  The summary information for the classes is displayed 
below.  

 

Figure 01: Class Distribution 
 
The main workflow of this research is shown in Figure 02. We discussed the origin of the dataset, its features, and 
the surrounding background. This section concludes with a brief discussion of specific boosting classifier models 
and assessment techniques. Various pre-processing techniques and optimization techniques have boosted the 
performance of this work. 
 

 

Figure 02: Research Methodology 
Each feature's data type has been checked to ensure that there are no inconsistencies between data type and value. 
But as our dataset has no missing values and the class label is not imbalanced, we didn’t have to take any action. 
We performed the MinMaxScaler technique. It basically helps to bring the dataset into a particular range of 0 to 
1. Then, divide the dataset into "train" (75% of it) and "test" (25% of it), and use the training dataset to build three 
boosting machine learning models. The performance of three different models was evaluated on the testing dataset. 
Then, we performed the GridSearchCV hyperparameter technique to select the best set of parameters for our 
machine-learning models. Finally, we evaluated the performance of all algorithms on the testing dataset. 
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3.1 Gradient Boosting 
A Gradient Boosting Decision Tree, is a particular case of boosting algorithms where errors are minimized by a 
gradient descent algorithm and produce a model in the form of weak prediction models decision trees.  The major 
difference between boosting and gradient boosting is how both algorithms update models (weak learners) from 
wrong predictions. Each iteration adjusts the weight of each poor learner based on how well the learning went. 
The performance of the ensemble learner on the training datasets and validation datasets will gradually improve. 
Gradient boosting creates additive regression models by iteratively fitting current "pseudo"-residuals via least 
squares to a basic parameterized function. Most typical issues like regression, classification, and ranking can be 
handled with various loss functions. 
3.2 XGBoost 
XGBoost, which stands for Extreme Gradient Boosting, is a scalable, distributed decision gradient Boosting tree 
(GBDT) machine learning library. It provides a parallel tree boosting and is the leading machine-learning library 
for regression, classification, and ranking problems. It’s vital to understand XGBoost first to grasp the machine 
learning concepts and algorithms that XGBoost builds upon supervised machine learning, decision trees, ensemble 
learning, and gradient Boosting. 
3.3 AdaBoost 
One of the first boosting models created was adaptive boosting (AdaBoost) [21]. Every time the boosting process 
is repeated, it adjusts and seeks to be self-correct. AdaBoost initially assigns each dataset the same weight. After 
each decision tree, it automatically modifies the data points' weights. This is done by providing misclassified cases 
to be updated with increased weights after an iteration. It keeps doing this until the residual error, or the gap 
between actual and anticipated values is below a certain level that is deemed acceptable. 
3.4 Hyper Parameter Tuning 
Finding the optimal combination of hyperparameters to enhance the model's performance is known as 
hyperparameter tuning (or hyperparameter optimization). It operates by conducting numerous trials within a single 
training procedure. Some advanced processes are required to perform it- Randomized Search and Grid Search 
CV, etc. 

4. Results and discussion 

4.1 Results 

It is important to thoroughly evaluate the performance of our models to understand their strengths and weaknesses. 
One common way to do this is through the use of classification reports, which provide a summary of the model's 
performance in terms of various evaluation metrics. Some common evaluation metrics that may be included in a 
classification report include accuracy, precision, specificity, and recall. Another evaluation metric that may be 
included in a classification report is the AUC of the ROC curve. Overall, a thorough analysis of the results in 
terms of these evaluation metrics and other factors can provide valuable insights into the performance of the 
classification model and inform improvements in future iterations. 
 

Table 01 Classification reports without hyperparameter tuning 

Algorithm Names Accuracy Precisio
ns

Specificity Recall AUC 

AdaBoost  95.10% 0.988 0.981 0.932 0.99 

XGBoost 96.50% 0.966 0.944 0.977 0.99 

Gradient Boosting 95.80% 0.966 0.944 0.966 0.98 

             
Table 02: Classification reports with hyperparameter tuning 

Algorithm Names Accuracy Precisions Specificity Recall AUC 

AdaBoost  98.60% 0.988 0.981 0.988 1.00 

XGBoost 97.20% 0.967 0.944 0.988 0.99 

Gradient Boosting 95.80% 0.977 0.962 0.955 0.98 

 
Using  hyperparameter tuning, Table: 02, the performance of all three algorithms improved. The greatest 
improvement was seen in AdaBoost, which increased from 95.10% accuracy without tuning to 98.60% accuracy 
with tuning. XGBoost also improved, increasing from 96.50% accuracy before tuning to 97.20% after tuning. 
Gradient Boosting, on the other hand,  had no change in accuracy after tuning, remaining at 95.80%.  
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Overall, it appears that hyperparameter tuning successfully improved the accuracy of both AdaBoost and 
XGBoost, with AdaBoost seeing the greatest improvement. It is possible that further improvements could be 
achieved through additional hyperparameter tuning or by trying different algorithms. 
A confusion matrix makes it simple to summarize the performance of a classification method. Calculating a 
confusion matrix will help us better understand. 

 

        

Figure 03: Confusion Matrix After Tuning 

Area Under the Curve (AUC) calculates the two-dimensional area under the entire Receiver Operating 
Characteristic (ROC) curve ranging from (0,0) to (1,1).  

 

Fig 04: AUC & ROC Curve After Tuning 

Our findings indicated that the suggested model AdaBoost Classifier had the highest AUC, which was 1.00. and 
XGBoost and Gradient Boosting had AUCs of 0.99 and 0.98. 

4.2  Discussion 

The study results indicate that AdaBoost and XGBoost performed better than Gradient Boosting in terms of 
accuracy. Afer hyperparameter tuning implementation, AdaBoost had the highest accuracy of 98.6%, followed by 
XGBoost with 97.2% and Gradient Boosting with 95.8%. In terms of other performance metrics such as precision, 
specificity, and recall, AdaBoost and XGBoost also performed better than Gradient Boosting. With respect to the 
confusion matrix, AdaBoost had the highest number of true positives and true negatives, indicating that it had the 
highest number of correct predictions. It also had the lowest number of false positives and false negatives, 
indicating that it had the lowest number of incorrect predictions. Overall, the results suggest that AdaBoost is the 
most effective machine-learning algorithm for this particular study. However, it is important to note that the 
performance of any machine learning algorithm depends on various factors, such as the quality of the data, the 
choice of features, and the hyperparameter tuning. Therefore, these results should be interpreted with caution, and 
further studies may be needed to confirm these findings.  
In table 03, we made a comparison table for available prediction machine-learning models on breast cancer. 
 
 
 
 
 
 
 
 
 
 

e-ISSN : 0976-5166 
p-ISSN : 2231-3850 Md. Mijanur Rahman et al. / Indian Journal of Computer Science and Engineering (IJCSE)

DOI : 10.21817/indjcse/2023/v14i3/231403009 Vol. 14 No. 3 May-Jun 2023 413



 

 

Table: 03 Comparison of publicly available prediction model 

Ref No Period Dataset Name Algorithm Name Accuracy (%) 

[5] 2020 UCI BCD RF, XGBoost 74.73%,73.63% 

[7] 2021 WBCD CatBoost, XGBoost, DT, 
KNN

97.80%,97.08%,95.60%,97% 

[15] 2021 WBCD DT, AdaBoost, 90.20%,96.50% 

[16] 2022 WBCD GB, KNN  95.34%,75.96%  

[17] 2022 WBCD XGB, AdaBoost  98.24%,94.73% 

[18] 2020 WBCD AdaBoost, GB 96.81%,97.34% 

[20] 2020 WBCD GB, XGBoost, AdaBoost 95.96%,97.19%,95.96% 

Our paper 2022 WBCD GB 
XGBoost 
AdaBoost 

95.80% 
97.20% 
98.60%

In this research, the performance of several boosting classifiers was evaluated on the WBCD dataset. The 
classifiers used were Decision Tree, AdaBoost, Gradient Boosting, XGBoost, CatBoost, and KNN. The accuracy 
of each classifier was measured and recorded. The results show that XGBoost and AdaBoost had the highest 
accuracy rates, with 98.60% and 97.20% respectively. GB also performed well, with a 95.80% accuracy rate. 
Compared with previous research results on the WBCD dataset, XGBoost and AdaBoost performed better than 
the other classifiers in this dataset. GB also performed similarly well compared with a 95.34% and 97.34% 
accuracy rate of other previous research. In conclusion, the results of this research suggest that AdaBoost is an 
effective classifier for the WBCD dataset to predict breast cancer. 

5. Conclusions 

The study aims to distinguish between malignant and benign patients, which can be highly helpful for patients 
and doctors in prescribing the right medications. The suggested approach can serve as an alternative to the current 
testing requirements and aid in the early diagnosis of breast cancer. Additionally, a side-by-side comparison is 
shown in this study, and the best classifier for the model that offers dependability is selected. With this research 
paper, we can see that among Gradient Boosting, XGBoost, and  AdaBoost, the AdaBoost is the most accurate 
algorithm for the best accurate result for the detection of breast cancer type with an efficiency of 98.60%. In the 
medical industry, the diagnosing process is very time-consuming. The system proposed that a clinical assistant 
may be used to diagnose breast cancer using machine learning techniques.  
 
In the future, to attain high accuracy, we plan to parametrize our categorization methods. In this study, our dataset 
is the shortest, but our research could have been done with a larger dataset, so we are investigating a variety of 
datasets and the potential applications of machine learning techniques to describe breast cancer further and want 
to maximize accuracy with a larger dataset while lowering error rates.  
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