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Abstract 

Imbalanced data distribution is a challenge in identifying Single Nucleotide Polymorphisms (SNP) as the 
amount of false SNP data is far greater than actual SNP data, leading to inappropriate classification results. 
To overcome this issue, we propose using the Signal to Noise Ratio as a feature selection approach combined 
with an undersampling technique. We recommend the five best features out of the 24 available ones: 
maximum quality of minor alleles, average quality of minor alleles, minor allele frequencies, probability of 
error, and balance of alleles. Our proposed model, which applies five selected features followed by the 
undersampling process, achieves the highest average sensitivity and F-Measure of 0.96 and 0.92, 
respectively, while also improving computation speed by up to 28 times. Our strategy is especially suitable 
for classifications with an imbalanced data distribution, particularly for large data sizes. 
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1. Introduction

In the last few years, molecular markers have proven to be effective tools in the identification of genes that 
determine various crop properties with economic value [Jannink et al. (2010); Lema (2018); Wani et al. (2018)]. 
One of the most used molecular markers is Single Nucleotide Polymorphism (SNP) [Yang et al. (2019)]. SNPs 
are DNA markers that indicate variations in a genome sequence at a single position caused by a change of one 
nucleotide among individuals [Gupta et al. (2001)]. Each organism contains many SNPs that form unique patterns 
and have biological implications that contribute to species diversity [Kwok and Chen (2003); Liao and Lee 
(2010)]. These variations are responsible for most trait differences within a species. Typically, SNP identification 
involves comparing the aligned reads with the reference sequence or the sequence of assembled consensus reads 
with the reference sequence. The SNP locations are identified by detecting the mismatches between the aligned 
genomes and the reference sequence [Han et al. (2020)]. Some SNPs found in the human genome have been used 
to diagnose diseases, while in agriculture, particularly in plant breeding, researchers utilize SNP markers to obtain 
superior varieties that can produce high-quality crops and resist multiple environmental conditions [Gupta et al. 
(2001)]. 
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Identifying accurate SNPs remains a challenge due to the high error rate of data generated from Next 
Generation Sequencers (NGS) [Korani, Clevenger, Chu, & Ozias‐Akins, 2019;  Nurhasanah, Hasibuan, & 
Kusuma, 2020]. These errors may stem from base-calling or the alignment process, making it difficult to use NGS 
data for SNP mining [Istiadi et al. (2014)]. As a result, many of the single base variations in DNA sequences 
originate from errors rather than actual SNPs, resulting in imbalanced class problems where the number of actual 
SNPs, the most important class for classification, is significantly lower than that of false SNPs. This imbalance 
can result in biased machine learning models that are less capable of detecting minor classes [Wang et al. (2022)], 
which are more crucial for classification purposes [Soufan et al. (2018)]; [Koziarski, (2021)]; [Esposito et al. 
(2021)]. Furthermore, the large size of NGS data leads to complex and time-consuming computations [Li et al. 
(2016)]; [Ko et al. (2018)]. 

Several studies have aimed to improve the accuracy of SNP identification [Kirov et al. (2016); Korani et al. 
(2019)]. Research conducted by Matukumalli et al. (2006) developed a SNP classifier using a decision tree 
algorithm on six types of soybean genome data. The study selected relevant features that influenced the 
polymorphism scoring decision, resulting in the recommendation of 16 optimized feature sets and an improved 
positive predictive value of 84.8%. Another model, SNPSVM, used the Caucasus female exome sample from 
Eastern Europe region and selected features that achieved high sensitivity and specificity. This model used two 
strategies: initializing three low-performing attributes and sequentially adding new features, and a leave-one-out 
procedure that calculated each feature's impact on the model's performance. SNPSVM achieved a sensitivity level 
of 95% using the remaining 15 features [O'Fallon et al. (2013)]. 

To address the issue of imbalanced class distribution, a commonly used method is to apply resampling 
techniques such as undersampling the majority class or over-sampling the minority class. [Istiadi et al. (2014)] 
built a classifier to identify SNP in soybean genome using C4.5 decision tree algorithm following the pipeline 
proposed by O'Fallon et al. (2013). The researchers extracted 24 features of SNPs based on a recommendation of 
Matukumalli et al. (2006). However, their model performed poorly with low sensitivity (56.7%) due to 
imbalanced data, but it was improved after conducting a simple random undersampling. 

Using feature selection technique is another strategy for addressing the issue of class imbalance. In addition 
to its benefit in reducing dimensions, the significance of feature selection in tackling the problem of imbalance 
has been widely explored in recent studies. Research by Wasikowski and Chen (2010) investigated the 
effectiveness of different feature selection methods, including Pearson correlation coefficient, χ2, and Signal to 
Noise Ratio (SNR) in unbalanced data distribution. The outcome of the study showed that the SNR correlation 
coefficient was among the most effective techniques in comparison to other feature selection methods for 
classifying data with imbalanced distributions. 

SNR is a technique that is frequently employed to rank features and assess the significance of genes in gene 
expression analysis. Previous studies have utilized SNR to differentiate between two classes by determining the 
maximum distance between the mean values and the minimum variation of expressions within each class 
[Cuperlovic-Culf et al. (2005)]. In a study that aimed to select biomarkers in Leukemia datasets, genes with similar 
expressions were grouped using K-Means Clustering, followed by selecting the best feature for each cluster based 
on SNR score. This approach yielded the best outcome when applied in Support Vector Machine [Mishra and 
Sahu (2011a)]. Another study compared SNR with t-statistics methods to identify the most relevant genes using 
65 genes and 14 samples from each dataset. The results showed that SNR was more effective than t-statistics and 
achieved 100% accuracy in all datasets except breast cancer, where 5 genes were selected [Mishra and Sahu 
(2011b)]. The findings indicate that SNR is a reliable approach for evaluating the discriminative power of genes. 
A similar study also concluded that SNR analysis is useful in selecting the most important genes and reducing the 
data dimension simultaneously. The study found that using Probabilistic Neural Networks with SNR achieved the 
best performance for various types of cancer classifications within a reasonable amount of time, and the SNR 
analysis provided several potential genes for further research [Huang and Liao (2003)]. 

Previous studies have shown that separately, each feature selection and resampling implementation has been 
proven to improve classification performance, especially in imbalanced data distribution. However, some 
researchers suggest that combining these two approaches could provide an optimal classifier model while reducing 
computational requirements [Haury et al. (2011)]. The combination of feature selection with resampling is also 
expected to yield a more effective and efficient method for overcoming classification problems with unbalanced 
data [Zhang et al. (2022)]. Although this approach has not been applied to SNP identification, this work aims to 
investigate the impact of combining feature selection with the resampling technique in this context. 
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In previous studies on SNP identification, different features were used, but some features were also found to 
overlap [Matukumalli et al. (2006); O'Fallon et al. (2013); Lam et al. (2010)]. In this research, we utilized the 24 
features extracted by prior studies [Istiadi et al. (2014)] to construct an SNP identification model. Initially, we 
used SNR as a feature selection technique to identify the most important and relevant features in SNP 
identification. After feature selection, the dataset was balanced by employing the random undersampling method. 
Finally, we trained the Support Vector Machine (SVM) classifier using the final dataset and evaluated its 
efficiency and effectiveness based on various metrics. 

2. Material and Method 

2.1.  Data Explanation 

The genomic data used in this study were derived from a previous study [Lam et al. (2010)]. The whole-genome 
data used was 955.1 Mb base, of which 937.3 Mb base was successfully mapped into 20 chromosomes (labeled 
Gm1 to Gm20). The values of each feature were extracted using the SNPSVM library [O'Fallon et al. (2013)] and 
modified according to the needs by Istiadi et al. (2014). Every SNP candidate was represented in 24 features. In 
the 20 chromosomes, 39,454,648 candidate SNPs were found, of which only 2,823,603 candidates were 
designated as actual SNPs, while the rest were false SNPs, which originated from errors. An illustration of the 
comparison of the number of false and actual SNP data on the 20 chromosomes can be seen in Figure 1. 

 
Fig. 1.  Comparison of the number of false SNPs with Actual SNPs on each chromosome 

From the illustration in Figure 1, there is a significant difference in the amount of data from the two classes. 
The ratio of false SNP to actual SNP is around 13: 1. Unbalanced data distribution in binary classification can 
harm the performance of the SNP identifier model because machine learning algorithms generally tend to produce 
unsatisfactory classifier when trained with an unbalanced data set. 

Before being used further, firstly the raw data is normalized using the min-max scaler method. All features’ 
values are normalized using the min-max scaler following Equation (1) so that all feature values are at the same 
interval, between 0 and 1. The feature selection step utilized the SNR method, and the resampling stage employed 
a 1:1 undersampling approach that was previously recommended for achieving the best outcomes [Hasibuan et 
al. (2014)]. To classify the data, we used the Support Vector Machine (SVM) algorithm, which is known for its 
effectiveness in handling imbalanced classification problems, as it only uses support vectors to build the model 
and ignores most other samples that are not support vectors [Tang et al. (2009)]. This leaves SVM to be less 
affected by negative samples which are far from the hyperplane, even though the number of negative instances is 
much higher. 

Newdata    1  

2.2.  Feature selection using Signal to Noise Ratio 

The reduction of features in a dataset can bring several benefits such as faster model training, lower susceptibility 
to overfitting, and reduced storage, memory, and processing requirements during data analysis [Guyon and De 
(2003)]. Feature selection involves identifying and selecting the most appropriate subset of features from an 
original dataset [Ditzler and Polikar (2013)]. The main objectives of feature selection are to identify the most 
influential features for classification and eliminate irrelevant features, thereby simplifying the classification 
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process and speeding up the computational time by reducing the input dimensions. Additionally, feature selection 
can improve the classification quality in terms of accuracy since several features may not have any impact on the 
classification, and in some cases, they may even decrease the performance of the classifier [Kudo and Sklansky 
(2000)]. 

The Signal to Noise Ratio (SNR) is a measure of the ratio between the strength of the signal being studied and 
the noise present in the signal. It is used as a correlation coefficient that compares the ratio of differences between 
the averages of two classes with the number of standard deviations of the two classes. When there is a significant 
difference between the averages of the two classes for a feature, the probability of a sample being incorrectly 
classified is reduced. Conversely, if the average class on a feature is only slightly different, then the probability 
of a sample being incorrectly classified is increased. The SNR score can be calculated using equation (2) as shown 
below. 

SNR score  µ   µ

  
  2  

µ1 and µ2 are the averages of feature values in the positive SNP class and the negative SNP class, meanwhile, 
σ1 and σ2 are the standard deviations of feature values in the positive and negative SNP classes. Few studies have 
used SNR as a feature selection metric. Research applied SNR to leukemia classification in calculating the 
correlation between genes with class differentiation [Golub et al. (1999)]. Features that obtain a high SNR score 
indicate a strong correlation between them and their ability to distinguish classes. Features with high SNR values 
are informative features that can be selected for classification [Gunavathi and Premalatha (2014)]. While features 
with low SNR scores or approaching 0 represent that these features do not affect classification, and features having 
high SNR scores or approaching 1 represent that the feature has a strong contribution to the classification [Verikas 
and Bacauskiene (2002)]. 

  

2.3.  SNP Classification 

This research aimed to identify SNP in the soybean genome through a three-step process consisting of feature 
selection, undersampling, and classification. The workflow for this process is illustrated in Figure 2. 

 
Fig. 2.  The workflow of SNP identification using feature selection and undersampling approach. 
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Compared to other classifiers, SVM is more suitable for facing imbalanced class problems. SVM only involves 
support vectors in constructing the model, and the remaining samples far away from the hyperplane could be 
denied without affecting classification performance [Akbani et al. (2004)]. However, the SVM performance could 
be decreased due to a very imbalanced class in which the number of negative samples is significantly higher than 
the number of positive ones [Tang et al. (2009)]. Some recent works have been conducted to improve the 
classification performance of SVM on imbalanced datasets. However, they could not have addressed efficiency 
better and could take a longer time for classification than a standard SVM. This becomes another challenge in 
using SVM since it needs much time to do the computation, especially when working with large datasets. We 
conducted SVM training and classification procedures using e1071, a free LIBSVM library for R Programming 
[Meyer et al. (2014)]. We used the Radial Basis Function kernel and applied grid search with 10-fold-cross-
validation to optimize the C and γ parameters. 
 

2.4.  Evaluation Metrics 

This research investigates the effect of integrating feature selection and undersampling techniques in the 
identification of SNPs with an SVM classifier. The study concentrates on evaluating the efficacy and efficiency 
of this approach. Efficiency is characterized by the swiftness of the model in identifying new samples, measured 
by the time taken to execute the classification. The paper defines effectiveness as the ability of the model to detect 
positive SNP instances, emphasizing their importance in the classification process. 

Classifier performance is typically evaluated using accuracy metrics. However, when dealing with 
unbalanced data, accuracy can be an inappropriate measure as a classifier may predict the negative class with high 
accuracy but perform poorly in identifying the minority class. In such cases, alternative metrics are required to 
assess a classifier's ability to detect positive samples. This study utilizes metrics such as Geometric Mean and F-
Measure to evaluate the classifier's performance in identifying the presence of positive samples in class imbalance 
scenarios [Yu et al. (2022)]. 

Sensitivity and specificity are commonly used metrics to evaluate classification performance for two classes 
separately. Sensitivity is also known as recall or actual positive rate, while specificity is the true negative rate or 
negative class accuracy. However, sensitivity and specificity are trade-offs and cannot be used alone to evaluate 
classifier performance. Therefore, this study uses G-Mean, the geometric mean of sensitivity and specificity, to 
combine the classifier's ability to identify both positive and negative classes. The G-Mean is calculated using 
Equation (3) to evaluate the classification results. 

Gmean  Sensitivity × Specificity 3  

We also observed the effective detection ability for only one class by adopting another pair of metrics, precision 
and recall. F-Measure is used to integrate precision and recall into a single metric. F-Measure could be calculated 
by using the following Equation 4. 

Fmeasure  
    

   
 4  

3. Results and Discussion 

This section will explain the results generated from this research, which are divided into four topics: how to 
determine the best feature subset for SNP identification, the influence of feature selection in SNP identification, 
the fact that feature selection shifts the sample position, and the impact of combining feature selection with 
undersampling. 

3.1. Determining the best Feature Selection in SNP Identification 

Referring to the application of the SNR technique, the selected features with significant SNR scores are 
regarded as the best features due to their superior ability to distinguish classes. The average SNR value of each 
feature from 20 chromosomes is used as the final SNR score, which is presented in Table 1. Among the chosen 
features, two specific features, namely the maximum quality of minor alleles and allele balance, have been 
previously recommended by Istiadi et al. (2014)] for the identification of SNPs. Additionally, allele balance has 
been recognized as an essential attribute in variant filtering for the detection of SNPs and insertion-deletions 
(INDELs) in studies related to rare human diseases [Pedersen et al. (2021]). Furthermore, the feature of error 
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probability has also been identified as a relevant attribute for recognizing true SNPs. This is in agreement with 
the findings of O'Fallon, Wooderchak-Donahue and Crockett (2013)], as it can capture conditions where 
sequencing or alignment errors result in a small portion of false base variation at a specific site. These selected 
features are considered important for the accurate identification of SNPs and can aid in the detection of true genetic 
variations in various genomic studies. 

 

 

Table 1. The result of feature selection using SNR 

3.2. The Influence of Feature Selection in SNP Identification 

To evaluate the impact of various feature subsets on classification accuracy, the performance of models trained 
using different subsets of the 24 available features was compared to that of the model trained on the complete set. 
The performance of each model was assessed using a set of predefined evaluation metrics. A summary of the 
experimental results is provided in Table 2. 
 

Feature Number Sensitivity Specificity G-Mean F-Measure 

3,5,7 0,59 0,96 0,75 0,62 

3,5,7,21 0,63 0,96 0,78 0,63 

3,5,7,21,12 0,65 0,96 0,79 0,66 

All 24 features 0,60 0,97 0,76 0,63 

Table 2.  The planning and control components. 

According to the results presented in Table 1, the model utilizing five features exhibited the highest sensitivity 
among all models, even surpassing the model trained on the full set of 24 features. Specifically, the model 
employing five features achieved a sensitivity of 0.65, indicating its ability to successfully identify 65% of positive 
SNPs in the testing data. Furthermore, this model also exhibited the highest values for G-Mean (0.79) and F-
Measure (0.66). Notably, the computational time required for training a model using five features was 3.89 times 
shorter than that of a model utilizing all 24 features, as the process of selecting features effectively reduced the 
dataset dimensions used in the model. This resulted in improved computational efficiency, reduced computing 
and storage resources, and faster computation time. 

These findings demonstrate that employing more features in classifier development does not necessarily 
translate to better results, as irrelevant or redundant features may weaken the training process, reduce classifier 
performance, and increase computational time [Jeni et al. (2013]. Hence, judicious selection of features is critical 
in building an effective classifier that can improve the ability to detect the minor class and expedite computation 
[Soufan et al. (2018)]. 

In terms of specificity, all models performed exceptionally well, with a score of 0.97 for the model with 24 
features and 0.96 for the rest. This indicates that 97% and 96% of negative SNPs were accurately identified as 
false SNPs by the classifiers. However, a small percentage of negative SNPs (3% and 4%) were incorrectly 
classified as positive SNPs. This outcome reveals that all models tended to classify all instances into the negative 
class, disregarding the minority class, which is, in fact, a higher priority for identification. Such behavior 
demonstrates how imbalanced classes could impact machine learning performance, specifically with Support 
Vector Machines (SVM). Research has shown that as the training data becomes more imbalanced, the ratio 
between positive and negative support vectors becomes more imbalanced as well. Consequently, the 
neighborhoods of a test instance close to the boundary are more likely to be dominated by negative support vectors, 
causing the decision function to be more likely to classify as negative [Wu and Chang (2003)]. 

3.3. Feature Selection Shift the Sample Position 

The use of data visualization is a useful tool for analyzing the structural relationships between variables in a 
dataset [Yang and Moody (1999)]. The feature selection process is closely intertwined with the determination of 
data visualization. An effective feature selection algorithm can produce a subset of features that demonstrate 

Feature Number Name of feature SNR Score 

3 Maximum quality of minor allele 1.275458 

5 Mean quality of minor allele 1.177911 

7 Frequency of minor allele 0.737776 

12 Error probability 0.618131 

21 Allele balance 0.642246 
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meaningful visualization, such as class differentiation, using a smaller data dimension. Figure 3 compares the 
visualization obtained using 24 features with the five selected SNR features. 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Visualization of SNP candidates dataset from 16th Chromosome with (a) 24 features and (b) 5-SNR features 

In Figure 4, positive SNPs are represented by light-grey dots while negative SNPs are represented by dark-
grey dots. Figure 4(a) shows that the separation between positive and negative classes in the dataset is not clear, 
as the data from both classes appear to be blending, with no visible boundary between them. In contrast, Figure 
4(b) displays a noticeable difference in the position of positive and negative class data. Feature selection provides 
an alternative approach to addressing imbalanced data problems because the selection of features is related to the 
selection of relevant data points [Shashua and Wolf (2004)]. Thus, the selection of features can shift the position 
and distribution of data. 
 

3.4. The Impact of Combining Feature Selection with Undersampling 

In this study, we also aim to investigate the impact of integrating feature selection and data balancing techniques. 
The data balancing approach employed in this study is 1:1 undersampling, following the recommendation of a 
previous study [Hasibuan et al. (2014)]. The dataset under analysis corresponds to chromosome 16, and it includes 
five features that were recommended in prior experiments. To assess the effectiveness of the proposed 
methodology, we evaluate its performance using various metrics, which are presented in Figure 5. These findings 
can provide valuable insights into the development of effective strategies for analyzing genomic data, particularly 
with respect to improving the accuracy of SNP identification through the utilization of feature selection and data 
balancing techniques. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Comparison of classifier performance using five features with and without undersampling. 

Figure 4 presents a bar chart comparing the performance of two models in identifying SNPs. The first model 
utilizes feature selection alone, while the second model combines feature selection with undersampling. The 
implementation of undersampling resulted in an improvement in sensitivity, which increased by 47% to 0.96, 
indicating an increased ability to identify positive SNPs. The G-Mean value also increased by 11% to 0.88, 
representing an overall improvement in model performance. Furthermore, the F-measure increased by 39.5% to 
0.92, implying a higher number of correctly identified positive SNPs. However, the specificity value decreased 
by 16% to 0.8, indicating a reduced ability to identify negative SNPs due to an increase in false positives. 

5 features 5 features with undersampling 
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The efficiency of the undersampling technique was evaluated and found to reduce the computational time 
required to build the model by up to 28 times compared to models without undersampling. This is due to the 
undersampling technique could act as a data-cleaning process, where redundant or irrelevant samples are 
eliminated, thereby increasing the effectiveness and efficiency of classification. Based on the comparison made, 
the model that combines feature selection techniques with undersampling outperforms the model utilizing feature 
selection alone in identifying SNPs. 

Additionally, we compared classifiers using five features followed by undersampling with those using 24 
features followed by undersampling, and the results are presented in Figure 5. 

 

 

 

Fig. 5.  Comparison of classifier performance using undersampling technique with 5 and 24 features. 

The results presented in Figure 5 demonstrate that the model utilizing a reduced set of five features exhibits a 
slightly superior G-Mean value of 0.88, accompanied by an increase in the F-Measure value of 0.92. Of note, this 
model not only enhances the ability to identify positive instances, but it also requires significantly less time for 
computation, with a speed improvement of 4.8 times compared to the model employing 24 features. These findings 
highlight an additional benefit of undersampling, as this technique effectively reduces both the computation time 
and storage requirements, as previously reported [Yu et al (2013)]. 

4. Conclusion 

In conclusion, our study demonstrates the effectiveness of combining feature selection and undersampling 
techniques in improving the performance of SNP identifier models. Specifically, using a combination of 5 selected 
features and 1:1 undersampling, we achieved the best performance with G-Mean and F-Measure values of 0.88 
and 0.92, respectively, while also reducing computation time by 28 times compared to conventional methods. Our 
analysis also identified the five most important features for SNP identification, including the maximum quality of 
minor alleles, mean quality of minor alleles, minor allele frequency, error probability, and allele balance. These 
findings provide valuable insights for improving SNP identification methods and advancing genomic research. 
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