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Abstract 
Diabetes has become prevalent across a significant portion of the global population. While medication 
offers one avenue for disease management, its dosage often escalates with age, eventually necessitating 
insulin injections. Alternatively, lifestyle adjustments provide another means of control. Detecting 
diabetes early holds the potential to enhance patient well-being and avert the onset of the disease. This 
study undertakes a thorough parametric analysis of diabetes, comparing Linear, Multi-Linear, 
Polynomial, and Logistic Regression Models. The goal is to identify the optimal approach for predicting 
diabetes. Leveraging a dataset encompassing 768 patients from the National Institute of Diabetes and 
Digestive and Kidney Diseases, USA, the research considers both Patient Medical Statistics (PMS) and a 
Combination of Patients Medical Statistics (CPMS), featuring variables such as Pregnancy, Blood Sugar 
(BS), Blood Pressure (BP), Body Fat (BF), Insulin Level (IL), Body Mass Index (BMI), Diabetes Pedigree 
Function (DPF), and Age. Evaluation metrics, including Root Mean Square Error (RMSE) and 
Coefficient of Determination (R2), guide model selection. By employing R2, the ranking of PMS and 
CPMS is determined to yield a highly efficient model. Empirical findings indicate the Multiple Linear 
Regression model as presenting the lowest RMSE among all regression models. However, the comparative 
assessment underscores the suitability of Logistic Regression due to its discrete nature, demonstrating 
superior accuracy in prediction compared to other models. 

Keywords: Diabetes prevalence; Disease management; Early diabetes detection; Parametric analysis; 
Predictive modeling. 

1. Introduction 

Diabetes is one of the most common disease that is prevalent in most of the families [1]. An excess of glucose 
level in the blood is observed in diabetes [2]. The disease is caused when the insulin secreted by pancreas is zero 
or not sufficient to allow the glucose to be absorbed by the cells of the body [3]. A few common symptoms of 
diabetes are: a person feels thirsty all the time; vision becomes a bit blurred; weight loss happens; there is an 
increase in urination; hunger is enhanced; skin starts becoming dry etc. [4]. 
Diabetes is generally categorized into two types:  Type1 [5], [6] and Type 2 [7], [8] diabetes. Type1 diabetes 
happens when the body stops producing insulin [9]. Generally, this type of diabetes happens in childhood or in 
young adults although the disease can happen any time. It is often said that type1 diabetes is common among 
people who have genetic diabetes problem. People with type 1 diabetes are advised to take pills to fulfill the 
insulin need. In some cases injection is also taken by the diabetic person.  
Type 2 diabetes happens when the body produces insulin, but it is not sufficient to fulfill the body requirements 
[10]. Generally, this type of diabetes happens in adults with age greater than 45, although the disease can happen 
any time. Type 2 diabetes happen due to age, wrong eating habits, being overweight etc. A healthy lifestyle is 
the best known prevention method for diabetes disease. Insulin pills and injections are also a part of type 2 
diabetes treatment. 
As per the World Health Organization report nearly 422 million people were diagnosed with diabetes in 2014 
[11]. Since then this percentage is continuously rising. Death rate is also increasing due to diabetes. Diabetes 
can lead to heart attacks, nerve damages, blindness, kidney failure, prone to infectious diseases like COVID-19 
[12]. Considering diabetes to be a chronic disease, the present research work is done in the field of diabetes so 
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as to provide an intelligent solution for early detection of diabetes. The paper is organized as follows: Literature 
Review is given in section 2; Regression Models for Diabetes Prediction are laid in section 3; Experimental 
Analysis is demonstrated in section 4; Conclusion is given in section 5; Finally, references are laid in section 6. 

2. Literature Review 

A system for controlling diabetes was proposed by Patek et. al. in 2023 by giving a three-layer architecture [13]. 
Insufficiency of insulin was projected as a major reason for Type-1 Diabetes. Within the layered architecture the 
amount of insulin requirement for a particular patient was identified. The entire model worked in real time 
where modular functions were recognized at each interface of the model. Wuttichai et. al. in 2012 identified 
various parameters which lead to detection of Diabetes [14]. The parameters included Body Mass Index, Weight 
Circumference, Blood Pressure, Age and Family History etc. Logistic Regression and Back Propagation Neural 
Network technique was compared in the research work. Accuracy and Root Mean Square Error parameters were 
considered in this work. 
A model where the Type-1 Diabetes could be identified early in the patients was suggested by Zhao in 2023 
[15]. The model focused on time and computational complexity for early detection of the disease. Difference 
between the old and the new subjects for diabetes identification were explored to find the essential gaps. The 
gaps were then explored for rapid identification of the disease. The model proved to be cheap in comparison 
with the old methods. Abbas et. al. in 2019 [16] proposed a system for identification of diabetes using a machine 
learning model. Healthy population was chosen in the research work. Dataset was taken from a study that was 
going on at San Antonio. Type-2 diabetes identification was done in this work. Support Vector Machine(SVM) 
was chosen as a model for diabetes prediction. Accuracy projected by the proposed system was 84.1%. Glucose 
parameter was considered to be of high probability in the development of diabetes.   
A linear regression model for predicting the diabetes was given by Zhang et. al. in 2016 [17]. It was stated that 
relationships between variables could easily be identified by linear regression.  Glycosylated hemoglobin 
parameter was used in the research work. Expectation maximization method was used in order to trace the 
missing data in the dataset. The model efficiency was evaluated for different missing rates. Zou et. al in 2020 
[18] proposed a multi variable linear regression model for identification of the diabetes. Diabetes detection in 
early pregnancy was identified within this work. Apart from pregnancy other predictor variables were BMI, 
family history and circumference of the fetus. Least square method and Gradient decent parameters were 
identified for knowing the accuracy of the model.  
Teja et. al. [19] identified a number of algorithms by which early diabetes can be predicted. Additional 
polynomial structures were used for detection of the disease. SVM, K Nearest Neighbors (KNN), Decision Tree, 
and Random forest were applied in the research work. The algorithms were compared in terms of accuracy. 
Venkatesh and Saravanan in 2022 [20] discussed a polynomial regression model. Dataset based on crops was 
taken in the work. Linear regression and polynomial regression techniques were compared in the work. 
Experimental results proved that the linear regression model was better than the polynomial regression.   
Oraz and Luo [21] proposed a system based on multi factors for prediction of diabetes. In this work, features 
that were most important for identification of diabetes were recognized. Geographic distribution was also taken 
into account. Country level diabetes prevalence was also revealed in the work. The research gave a significant 
result were the policies can be framed for the prevention of the disease. Simone et. al. made [22] a custom 
model for identification of diabetes based on linear regression. Various regressions models were compared in 
the research work. Parameters for evaluation of models included Root Mean Square Error (RMSE) and 
Coefficient of Determination. It was evaluated that linear models proved to be beneficial that non-linear models.    
Ganesh et. al. [23] proposed a technique of diabetes detection on the basis of logistic regression model. Type-2 
diabetes was identified in the work. Indian dataset was taken for the research work. Feature normalization 
technique was also adopted in the work so as to scale down the feature in equal proportion. Liu Lei [24] 
proposed a model for diabetes identification using logistic regression model. The work also projected a linear 
regression model. Both the models were compared so as to find out the better accuracy results. For two features, 
logistic regression proved to give better results than the linear regression.  
Mangal and Jain proposed a research work for evaluating the performance of the models that are used for 
identification of diabetes [25]. Random Forest Machine Learning (RFML) algorithm was adopted in the work. 
The research projected an accuracy of 99% using the proposed technique. In order to identify the diabetes 
disorder due to increased blood sugar level a research work was proposed by Faruque et. al [26]. Dataset taken 
for the research work was for adult population. Four different algorithms were compared in the research work 
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which were SVM, KNN, Decision Tress and Naïve’ Bayes. The work projected Decision Trees to be a good 
algorithm that gave the highest efficiency. 

3. Regression Models for Diabetes Prediction 

Regression analysis model the relationship between independent (predictor) variables and dependent variable 
(target). It helps us to identify how the value of the dependent variable is changing corresponding to 
independent variables. Regression technique helps to find the correlation between variables on the basis of 
supervised learning. It enables to predict the continuous output variable based on one or more predictor 
variables. The paper explores various regression models for early diabetic prediction.   

3.1. Linear Regression  

Linear regression shows the linear relationship between the independent variables and the dependent variable 
[27].  It is used to model the association between two continuous variables. The objective is to predict the value 
of an output variable based on the value of an input variable. Pregnancy, Blood Sugar (BS), Blood Pressure 
(BP), Body Fat (BF), Insulin Level (IL), Body Mass Index (BMI), Diabetes Pedigree Function (DPF), Age will 
be considered independent variables. The final output i.e. Diabetes is there or not, will be the dependent 
variable. The mathematical equation for Linear regression is given in equation (1) [28] below 

Y= aX + b                                                      (1) 

where, Y is the dependent variable (target variable), X is independent variables (predictor variables), a and b are 
the linear coefficients. 
 
Key values observed from the linear regression include Slope of the regression line; Intercept of the regression 
line; Rvalue: Correlation coefficient; Pvalue: Probability-value for a hypothesis test; Standard error of the 
estimated gradient/slope. It is significant to know how the relationship between the independent variables and 
dependent variable is. If there is no relationship, the linear regression cannot be used to predict anything. This 
relationship - the coefficient of correlation(r) value ranges from -1 to 1, where 0 means no relationship, and 1 
(and -1) means 100% related. Positive correlation happens if one parameter is increasing the other parameter is 
also increasing. Negative correlation happens if one parameter is increasing the other parameter is decreasing. 
Code for implementing linear regression is given in Fig. 1 
 

 
 

Fig. 1. Code for implementing Linear Regression 
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3.2. Multiple Linear Regression (MLR) 

Multiple linear regression exploits linear regression by using more than one independent variable. In MLR 
prediction is done based on two or more variables [29] [30]. Seven different coalitions are made for Patients 
Medical Statistics (PMS) which are shown in Table 1.  
 

Table 1. Combination of Patients Medical Statistics (CPMS) 

CPMS Ordered PMS Statistics w.r.t. Linear Regression 

C1 BS + Pregnancy 

C2 BS + Pregnancy + BMI 

C3 BS + Pregnancy + BMI + Age 

C4 BS + Pregnancy + BMI + Age + DPF 

C5 BS + Pregnancy + BMI + Age + DPF +BF 

C6 BS + Pregnancy + BMI + Age + DPF +BF + BP 

C7 BS + Pregnancy + BMI + Age + DPF +BF + BP + IL 

 
Coding the variations of PMS i.e. CPMS using MLR is given in Fig. 2. 
 

 
Fig. 2. Coding CPMS using MLR 

 
3.3. Polynomial Regression (PR) 

Polynomial regression identifies the non-linear relationship between independent variables and dependent 
variable [31]. A curve is obtained for the relationship instead of a straight line. Polynomial equation of degree 
two is used in our model for individual parameters as well as the CPMS. The mathematical equation for 
Polynomial regression is given in equation (2) [32]  below 

Y= aX2 + bX + c                                                              (2) 

where, Y is the dependent variable (target variable), X is independent variables (predictor variables), a and b are 
the linear coefficients. Coding the polynomial features is given in Fig. 3. Polynomial regression of degree 2 is 
computed for PMS and CPMS. 
 

 
Fig. 3. Coding the Polynomial Features 

3.4. Logistic Regression (LR) 

Logistic regression predicts the categorical dependent variable using a given set of independent variables [33]. 
In Logistic regression, instead of fitting a regression line, a "S" shaped logistic function is used to predict output. 
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The Sigmoid function uses the concept of the threshold value, which defines the probability of either 0 or 1 
which is shown in Fig. 4 [34]. Values above the threshold reaches to 1, and a value below the threshold reaches 
to 0. Coding the logistic regression is given in Fig. 5. 
 

 
Fig. 4. Sigmoid Function 

 

 
 

Fig. 5. Coding the Logistic Regression 

4. Experimental Results 

For the research work the diabetes dataset is collected from National Institute of Diabetes and Digestive and 
Kidney Diseases, USA [35]. 768 patient’s data are identified from the dataset. Various parameters under which 
the data fall are Pregnancy, BS, BP, BF, IL, DPF, Age and Output. A total of 8 independent variables and 1 
dependent variable are taken. Dataset of five patients out of 768 patients is depicted in Table 2.   

Table 2. Diabetes Dataset for 5 Patients 

Pregnancy BS BP BF IL BMI DPF Age 
6 148 72 35 0 33.6 0.627 50 
1 85 66 29 0 26.6 0.351 31 
8 183 64 0 0 23.3 0.672 32 
1 89 66 23 94 28.1 0.167 21 
0 137 40 35 168 43.1 2.288 33 

Feature scaling is applied to prevent overshadowing. Normalization of the dataset is done under feature scaling. 
Normalization ensures to make every data point fall under the same scale in order to ensure significant 
contribution of each feature. A scaled down version of the dataset for five patients out of 768 patients is 
depicted in Table 3.   

Table 3. Scaled Diabetes Dataset for 5 Patients 

Pregnancy BS BP BF IL BMI DPF Age 
0.639947 0.848324 0.149641 0.907270 -0.692891 0.204013 0.468492 1.425995 
-0.844885 -1.123396 -0.160546 0.530902 -0.692891 -0.684422 -0.365061 -0.190672 
1.233880 1.943724 -0.263941 -1.288212 -0.692891 -1.103255 0.604397 -0.105584 
-0.844885 -0.998208 -0.160546 0.154533 0.123302 -0.494043 -0.920763 -1.041549 
-1.141852 0.504055 -1.504687 0.907270 0.765836 1.409746 5.484909 -0.020496 

Root Mean Square Error (RMSE) is computed for PMS and CPMS using equation (3) [36]. In MLR when the 
number of features taken are one, then it is equivalent to linear regression. It is for this reason that no separate 
curve is made for linear regression. The graph shown in Fig. 6 depicts the average deviation between the 
definite and the predicted values. A lower value of RMSE depicts how well a model can be utilized for the 
prediction of diabetes.  

            (3) 
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a) RMSE of PMS 

 
b) RMSE of CPMS 

Fig. 6. a) RMSE of PMS b) RMSE of CPMS 

Accuracy of models is identified for each parameter as shown in Fig. 7. The entire PMS are computed for MLR, 
PR and LR models. R2 Score [37] identifies the accuracy of the models which is given in equation (4). Seeing 
the result, it is revealed that the best parameters for identifying the diabetes in an ordered arrangement are BS, 
Pregnancy, BMI, Age, DPF, BF, IL and BP.  

R2=1-  RSS/TSS                                      (4) 

where, RSS is Sum of squared residuals and TSS is Total sum of squares. 

 
Fig. 7. Accuracy of PMS 
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A comparative analysis of MLR, PR and LR for each parameter in PMS is shown in Table 4. A significant 
percentage increase of accuracy is identified when Logistic Regression is used instead of Multiple Linear 
Regression and Polynomial Regression. The discrete nature of Logistic Regression is making a significant 
contribution in the enhancement of accuracy. 

Table 4. Comparative Analysis of MLR, PR and LR for individual parameters   

PMS Accuracy 
(MLR) 

Accuracy 
(PR) 

Accuracy 
(LR) 

Diff.(LR-
MLR) 

Diff.(LR-
PR) 

%Inc wrt 
MLR 

Pregnancy 7.9 6.7 68.2 60.3 61.5 763.5 

BS 24.0 23.1 76.5 52.5 53.4 218.8 

BP 1.1 3.7 67.7 66.6 64.0 6054.5 

BF 2.7 1.3 67.7 65.0 66.4 2407.4 

IL 2.0 0.4 68.2 66.2 67.8 3310.0 

BMI 5.3 6.1 68.7 63.4 62.6 1196.2 

DPF 3.0 2.8 68.2 65.2 65.4 2173.3 

Age 4.2 8.3 66.6 62.4 58.3 1485.7 

Accuracy of the model is identified w.r.t. the ordered arrangement of parameters in Fig. 8. The parameters are 
combined together stepwise, so as to see if the accuracy of the model is enhanced or not. The entire CPMS are 
computed for the MLR, PR and Logistic Regression. R2 score is used to identify the accuracy of the model. 
Seeing the result, it is revealed that on uniting the parameters the accuracy is enhanced. 

 
Fig. 8. Accuracy of CPMS for ordered combination of parameters 

 
A comparative analysis of MLR, PR and LR for ordered combination of parameters in CPMS is shown in Table 
5. A significant percentage increase of accuracy is identified when Logistic Regression is used instead of 
Multiple Linear Regression and Polynomial Regression.  

Table 5. Comparative Analysis of MLR, PR and LR for ordered CPMS  

CPMS Accuracy 
(MLR) 

Accuracy 
(PR) 

Accuracy 
(LR) 

Diff.(LR-
MLR) 

Diff.(LR-
PR) 

%Inc wrt 
MLR 

C1 29.1 25.7 75 45.89 49.3 157.6 

C2 31.0 29.06 79.16 48.13 50.1 155.1 

C3 30.0 28.9 78.64 48.69 49.74 162.6 

C4 31.1 28.4 78.12 47.06 49.72 151.5 

C5 31.0 29.35 78.12 47.15 48.77 152.2 

C6 32.2 27.58 79.68 47.48 52.1 147.5 

C7 32.4 27.7 80.2 47.81 52.5 147.6 
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5. Conclusion 

Diabetes stands as one of the most pervasive ailments afflicting people across the globe. This complex condition 
manifests through a range of parameters, often entailing severe and even life-threatening health implications. 
Swift identification of these parameters at an early stage holds the potential to preclude the emergence of severe 
health issues, offering substantial benefits to individuals. The current research is dedicated to a comprehensive 
parametric analysis of Patient Medical Statistics (PMS) and Combination of Patients Medical Statistics (CPMS) 
through the lens of linear, multi-linear, polynomial, and logistic regression models. The efficacy of these models 
is assessed using RMSE and R2 metrics, unveiling the logistic regression model's superior accuracy, attributed 
to its inherently discrete nature. Additionally, the study reveals that orchestrating CPMS in a systematic 
sequence according to their impact on diabetes detection yields heightened accuracy rates. Looking ahead, the 
study's implications suggest avenues for future exploration, such as broadening the scope of analyzed 
parameters for disease detection enhancement 
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