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Abstract 

Smart Homes collect annotated domestic environment audio recordings and store them in a database. 
However, there are two related problems emerging from this situation. Firstly, this audio database is not 
used to personalize the smart systems that the user/inhabitant comes across in a different home. The 
challenge with voice activated systems is their inability of automatically inferring audio data to determine 
user context. Secondly, the voice activated systems rely on being operated manually where voice data is 
commanded manually by the user. Voice activated systems are pre-programmed performing tasks based 
on computerised settings. The aim of this paper is to explore literature to understand what Machine 
Learning techniques can be used to achieve automated inference of audio data into voice activated systems. 
This systematic literature review is a standalone piece to describe or to examine the state of literature and 
have adopted the narrative review, textual narrative synthesis and scoping review as its research 
methodology. The literature explored in this study reveals that the techniques used not only address 
automated inference but also offer an additional advantage of low latency in performance at a reduced cost.  

 

1. Introduction 

Technologies of smart home refer to devices which produce gradation of electronically connected, mechanized or 
advanced services to buildings occupants [1]. Various prospective advantages for home inhabitants and benefits, 
comprehensive information collection, user convenience, utilities such as saving energy are one of various 
prospective advantages and utilities prospective smart home offers to occupants of homes [2]. Carrying out Sound 
Event Detection on recordings of the real world frequently insinuate dealing with sound events of overlapping 
target and sounds of non-target, which is also attributed to as noise or interference, till now these issues were 
primarily dealt with at classifier level [3].  Smart Homes collect annotated domestic environment audio recordings 
and store them in a database. However, this audio database is not used to personalize the smart systems that the 
user/inhabitant comes across in a different home. The challenge with voice activated systems is their inability to 
automatically infer audio data. Voice activated systems rely on being operated manually where voice data is 
inputted manually by the user. SELD which is Sound Event Localization and Detection is a piece of work of 
cooperatively recognizing temporary and spatial location apiece for event of sound in a certain audio recording, 
moreover SELD can be fragmented into dyad respective piece of work, namely the SED which is Sound Event 
Detection and as well as DOA which is Direction of Arrival [4]. This study is based on SED in smart homes which 
refers to multiple label problem categorization of cognizing dyad offset and onset time of event of sound in a 
certain audio recording [5]. There is a huge quantity of data contained in sound regarding our daily physical and 
environment event, consequently coming up with techniques of processing signal to extract the data automatically 
which consists of large potentiality in quite a number of applications [6].  

e-ISSN : 0976-5166 
p-ISSN : 2231-3850 Vuyolwethu Sunday Mantiyane et al./ Indian Journal of Computer Science and Engineering (IJCSE)

DOI : 10.21817/indjcse/2023/v14i5/231405145 Vol. 14 No. 5 Sep-Oct 2023 784



The study [7] gave a description of pioneering approach regarding voice control of operative and functions which 
are technical in a real-world environment of smart home in which the control of voice within smart home is 
essential to grant systems of robust technology for establishing automation and for visualization of technology, 
software intended to recognize voice commands of an individual and a system which is robust for cancelling 
additive noise. However Independent Component Analysis (ICA) method which was utilized in this study has its 
limitations. These limitations include the inability of recovering source signals energy and inability to maintain 
source signal order. Thus, component output posses’ distinct amplitude in relation to input signals, and when the 
method of ICA is adapted again, the component possesses a distinct order and signals of polarity.    

The next section of the paper is voice activated systems challenges, this section outlines into detail the inability 
of automated inference of audio data in voice activated systems, the section of voice activated systems challenges 
also embodies the research question which this study sought to address. The third section is the research 
methodology, which outlines the specific procedures and methods employed to conduct this study. This section 
enables the reader to assess the soundness and accuracy of this study.  The fourth section is the literature review 
and discussion, which offers a critical synthesis of existing knowledge regarding automated inference and 
command of audio data into voice activated systems and further provides an analysis of the studies explored in 
the literature review and also highlights the findings from this analysis. The last section is the conclusion and 
future work which summarises the findings of the study being pursued and addresses work to be carried out, 
derived from the current study. 

2. Voice Activated Systems Challenges 

Smart Homes collect annotated domestic environment audio recordings and store them in a database. However, 
this audio database is not used to personalize the smart systems that the user/inhabitant comes across in a different 
home. The challenge with voice activated systems is their inability to automatically inferring audio data. Voice 
activated systems rely on being operated manually by the user. Voice activated systems are pre-programmed to 
perform tasks based on computerised settings. For an example, if a user owns a smart home voice activated system 
and decides to replace it with a new one, they will need to manually input audio data into the new system. The 
new system will not automatically recognise the voice of its new user, extract audio data from the previous smart 
device database, and be able to configure itself in the same manner as the user of the previous smart device. This 
leads to the research question that this study aims to address: what machine learning techniques can be used to 
achieve automated inference of audio data in voice activated systems? Addressing this research question may 
result in seamless user mobility across voice-activated systems, which remains a challenge in the smart homes 
domain.  

3. Research Methodology 

A research methodology was adopted for this study to provide principled guidance and systematic plan of carrying 
out this study. A methodology is an embodiment of techniques, postulation, and regulations exploited by a 
discipline [8].  It is vitally important to follow a specific methodology in order to make it easy for the intended 
audience to rely on the results which have been obtained in this study. A methodology legitimises and dispenses 
sound scientific findings [9]. The adopted research methodology ensured that the study was carried out logically 
and provided guidance in conducting the study. It rendered a comprehensive plan and assisted in keeping 
researchers in line, facilitating the entire process, making if efficient and controllable, as explained in [10]. Thus, 
this section is critical for the overall soundness and accuracy of the whole study, as advanced in [11]. The adopted 
methodology is influenced by previous work [12] with the purpose of obtaining advanced outcomes to address 
the research question. 

The research methodology consists of four subsections. The first subsection is the inclusion criteria, which 
provides details regarding the concepts of studies included to inform the methodology for conducting the literature 
review. The second subsection is literature identification, which involves specifying the databases used to obtain 
the studies included in this study, as well as outlining restrictions on the search date for included studies. The third 
subsection is screening for inclusion, which reflects the process undertaken to determine which studies are 
included. The fourth subsection is quality and eligibility assessment, which provides details on the criteria that 
influenced the inclusion of studies while considering the credibility of the studies included in this systematic 
literature review. Below, we provide a more detailed explanation of these subsections.   

3.1.  Inclusion Criterion 

The criteria targeted articles that addressed the following two concepts, namely Voice Command and Machine 
Learning, and Automated Inference. Any articles that addressed these concepts in different contexts were 
excluded. 
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3.2. Literature Identification 

The method used for literature identification involved a systemic search with the intension of acquiring relevant 
material. The databases used included IEEE Xplore, Science Direct and Springer Link. The search was carried 
out utilizing keywords ‘Voice Command and Machine Learning’, and ‘Automated Inference’. The preliminary 
relevance of each paper was determined based on its title. If the title appeared to discuss, at the minimum, audio 
data inference, we obtained the paper's full reference, overall purpose, methodology, and contributions. A 
publication date restriction was applied, allowing for papers published between 2019 and 2023, using the keyword 
Automated Inference.' For the keyword 'Voice Command and Machine Learning,' the search date was set from 
2018 to 2023, ensuring that the review incorporated modern literature, considering data retrieval and integration 
in the computer age. 

3.3. Screening for Inclusion  

Numerous studies were retrieved through keyword searches. These retrieved studies were downloaded and 
subsequently subjected to inclusion and exclusion criteria. Papers relevant to audio data inference were selected 
for inclusion in this study, while those not relevant to the study were excluded. A search for the keyword 'Voice 
Command and Machine Learning' resulted in 104 pertinent studies. Out of these 104 studies, only 1 study was 
included, while 103 studies were excluded. A search for the keyword 'Automated Inference' resulted in 642 
studies. After the first exclusion, 142 studies were removed, leaving 500. Among these studies, 1 study was 
included, while 499 studies were excluded. In the case of the Science Direct database, a search for the keyword 
'Voice Command and Machine Learning' yielded 501 results. Out of these 501 studies, 3 studies were included, 
while 498 studies were excluded. In the Springer Link database, a search for the keyword 'Automated Inference' 
resulted in 34,903 hits. After the initial exclusion, 34,403 studies were removed. From the remaining 500 studies, 
1 was included, and the other 499 were excluded.  

3.4. Quality and Eligibility Assessment  

A thorough perusal was conducted to determine the quality and suitability of studies. Articles from reputable 
publishers, namely IEEE Xplore, ScienceDirect and Springer Link with high research quality and peer-reviewed 
articles were subsequently selected for review.  

 

4. Literature Review and Discussion 

This section is divided into two subsections, namely the review of selected papers and analysis and discussion. 
This approach is used to ensure that each article is thoroughly reviewed and discussed in the context of the research 
question. Solutions, if any, are instantly identified and qualitied at length.  

 
4.1. Review of Selected Papers 

To solicit an understanding of existing knowledge regarding audio data inference in voice-activated systems and 
subsequently determine potent techniques, particularly machine learning techniques, literature was explored 
following the research methodology outlined above. To this end, literature was explored under two concepts: 
voice command and machine learning, and automated inference. The selected and reviewed articles are presented 
in Table 1 below. The table provides relevant details about each considered article, including the title, overall aim, 
methodology and contributions. This overview precedes the critique presented below the table. 
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Table 1: Existing research on audio data inference into voice-activated systems. 

Concept Paper Overall Aim Methodology Contributions 
Voice command and 
Machine Learning 

Mao, J., Wang, C., Guo, Y., 
Xu, G., Cao, S., Zhang, X. 
and Bi, Z., 2022. A novel 
model for voice command 
fingerprinting using deep 
learning. Journal of 
Information Security and 
Applications, 65, p.103085 

An investigation of 
deep learning in this 
study was pursued to 
advance the 
classification of the 
traffic which is 
encrypted in the 
systems of smart 
speaker not having to 
select features 
manually. 

Features of simple input were fed in the 
model by the researchers of this study 
including interpacket time and 
information direction size and does not 
need artificial means of extraction of 
features. 

The model attained an accuracy 
which surpass 93%. The model 
outmatches various Stat-of-Art 
models of voice command 
fingerprinting in the scenario of 
closed world. Experiments were also 
carried out by the researchers of this 
study on scenarios of open world 
and reflected the ability of the model 
to successfully differentiate voice 
commands which are of interest to 
an attacker. The researchers of this 
study evinced the ability of the 
model with regards to it being able 
to be applied to other respective 
domains which concern 
fingerprinting for instance website 
fingerprinting. 

 Mondal, S. and Barman, 
A.D., 2022. Deep learning 
technique based real-time 
audio event detection 
experiment in a distributed 
system architecture. 
Computers and Electrical 
Engineering, 102, 
p.108252. 

The overall aim of this 
paper is to investigate 
bandwidth efficient 
audio event detection 
technique and also 
noise robust 

It is in the neural network scheme where 
the suggested denoising auto encoder – 
based completely joint scheme of deep 
neural network is realized. Extraction of 
audio features is conducted utilizing a 
Raspberry Pi edge device of computing 
which those to the local information 
server are fed for detection of audio 
events. 

At F1- score achieved of 90.6% of 
signal noise ratio 10db and accuracy 
of 90% a reflection of advanced 
categorization likelihood of noisy 
events of audio. 

 Filipe, L., Peres, R.S. and 
Tavares, R.M., 2021. 
Voice-activated smart 
home controller using 
machine learning. IEEE 
Access, 9, pp.66852-66863 

The study pursued to 
present an 
implementation of an 
end-to-end smart home 
voice activated 
controller and design 
intended for devices 

In order to achieve intelligent solution 
which is able to evolve and adapt hand in 
hand with the user techniques of online 
were exploited. The solution suggested 
also amalgamate the prospect of voice 
control, manage on application of mobile 
via an interface of a web. The features 

 Architecture of smart home 
blueprint. 

 Implementation of end-to-
end smart home controller 
and separate instructions. 

 Dataset of open source of 
the behaviour of the user 
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which are intelligent 
and deployed in real 
environment. The 
validation was carried 
out in motorized blinds 
of experimental set up.   

should be executed in a singular device 
light, small, portable, and compact, for 
prediction and adaption to the behaviours 
of users. Various modules must compose 
the controller in charge for various 
systems aspects. Denoted by figure 1 the 
architecture suggested for smart home 
controller is made up of specifically three 
modules. Adaptive Controller, Speech 
Recognition Platform, and Internet of 
Things Framework. 

from the scenario of smart 
blind. 

 Contrast between 
approaches offline and 
online learning. 

 Brenon, A., Portet, F. and 
Vacher, M., 2018. Arcades: 
A deep model for adaptive 
decision making in voice 
controlled smart home. 
Pervasive and Mobile 
Computing, 49, pp.92-110 

Arcades are described 
in this study for 
extraction of context of 
representation of 
graphic of the system of 
home automation deep 
reinforcement learning 
is utilized and 
habitually updates its 
behaviour to that of the 
user. 

It is greatly understood when it comes to 
Convolutional Neural Networks (CNN) 
that its requires large amount of data this 
prompted the researchers of this work to 
utilize CNN utilizing data generated 
artificially for feeding CNN with input 
which are raw for learning weights of 
CNN, execution of adapting decision 
model via reinforcement learning was 
performed, heterogenous information was 
presented and an approach of raw image 
was executed the decision model was 
based on deep learning. 

Work submitted by this study 
provides the following 
contributions. 

 Users trivial interchange 
(rewards) is utilized by the 
system for adaption of the 
process of decision 
making. 

 For deciding the graphical 
representation of 
heterogenous data multi 
model can be translated. 

 The system can adjust its 
behaviour to that of the 
user and sensors which are 
not installed, or which are 
faulty. 

 Contextual data which is 
relevant can be learnt by 
the deep model. 

 Online learning can be 
carried out utilizing 
restricted history which is 
of the past. And absolutely 
no data pertaining to the 
future. 
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Table 1: Concept, overall aim, methodology, and contributions of each study respectively. 

Automated Inference Berns, F., Hüwel, J. and 
Beecks, C., 2022. 
Automated Model 
Inference for Gaussian 
Processes: An Overview of 
State-of-the-Art Methods 
and Algorithms. SN 
Computer Science, 3(4), 
p.300 

Recapitulation or 
outline of algorithms 
and methods of Stat-of-
Art. 

In the study analysis based on 
performance was executed on the 
following respective algorithm  
Compositional Kernel Search (CKS),  
Automatic Bayesian Covariance 
Discovery (ABCD),  Scalable Kernel 
Composition (SKC),  Large-Scale 
Automatic Retrieval (LARGEe),  
Concatenated Composite Covariance 
Search (3CS), and  Lineage GPM 
Inference (LGI) possessing findings 
which are theoretical based the analysis of 
performance was conducted on the 
successive method’s local 
approximations and global approximation 
and assessments were conducted on the 
successive algorithm LGI, ABCD, 
LARGe, CKS, 3CS and SKC. 

The results of the study obtained 
denoted that approximated inference 
algorithms mainly locally 
approximating ones bring high level 
runtime performance preserving the 
calibre of those utilizing non-
approximative Gaussian processes. 
 

 Li, Y., Han, Z., Zhang, Q., 
Li, Z. and Tan, H., 2020, 
July. Automating cloud 
deployment for deep 
learning inference of real-
time online services. 
In IEEE INFOCOM 2020-
IEEE Conference on 
Computer 
Communications (pp. 
1668-1677). IEEE. 

Cloud deployment 
automation was 
pursued in this study for 
inference of online 
Deep Neural Network 
(DNN) in real time 
considering nominal 
cost subject to 
constraint. 

The researchers of this study performed 
and implementation of a archetype system 
to their solution centred on the 
TensorFlow and carried out large-scale of 
experiments on Microsoft Azure. 

The reflection made by the results 
obtained denote that the findings 
significantly outdo or surpass non-
trivial baselines in relation to speed 
inference and also efficiency of 
costs. 
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From the Table 1 above, the researchers of each study had distinct aims, although their studies were based on 
Sound Event Detection. They successfully utilized various techniques to conduct their studies. These studies, as 
detailed in the table above, yielded positive results that significantly contribute to the field of Sound Event 
Detection. In the following section, an analysis of each study is performed, paying attention to the methodology 
used and highlighting the findings from the analysis. 

4.2. Analysis and Discussion 

The study seeks to obtain machine learning techniques which can be utilized to successfully achieve automated 
inference of audio data into voice activated systems. Techniques used in the study [13] do not only address 
automated inference but also have an added advantage which is of low latency in performance with low costs. 
Deep Neural Network was explored in the study utilizing algorithm Bayesian Optimization and Deep 
Reinforcement the results of the study showed that findings significantly surpass non-trivial baselines in relation 
to speed inference and efficiency of costs. 

In the study [14] analysis based on performance was executed on the following respective algorithm 
Compositional Kernel Search (CKS), Automatic Bayesian Covariance Discovery (ABCD), Scalable Kernel 
Composition (SKC), Large-Scale Automatic Retrieval (LARGEe), Concatenated Composite Covariance Search 
(3CS), and Lineage GPM Inference (LGI) possessing findings which are theoretically based. The analysis of 
performance was conducted on the successive method’s local approximations and global approximation and 
assessments were conducted on the successive algorithm LGI, ABCD, LARGe, CKS, 3CS and SKC. The results 
of the study obtained denoted that approximated inference algorithms mainly locally approximating ones bring 
high level runtime performance preserving the calibre of those utilizing non-approximative Gaussian processes. 

The architecture suggested in the study [15] was after making good use of Machine Learning attributes like its 
capability to grasp and differentiate patterns that are not noticeable to humankind. Online learning methods were 
utilized for means of achieving a solution which is intelligent of being able to adapt and evolve with the user. The 
solution suggested also amalgamate the prospect of the voice control, via web interface or mobile application 
control. This enables it to adapt automatically with respect to the habits of the user and patterns of behaviour from 
tests evaluation the obtained results were produced, effectiveness and validation of the developed system. The 
study intended to bridge the gap of devices which have been developed which fail to function to the changing 
behaviour of users because when these devices are developed considerations of regularly changing habits of 
inhabitants were not considered. The study contributes to this systematic literature review by emphasizing the 
techniques that need to be considered to facilitate the automation of audio data inference in voice-activated 
systems. 

An investigation of deep learning, as described in [16], was undertaken to advance the classification of encrypted 
traffic in smart speaker systems without the need for manual feature selection. The researchers in this study fed 
simple input features into the model, including interpacket time and information direction size, without the need 
for artificial feature extraction. The model achieved an accuracy surpassing 93%. The model surpasses various 
state-of-the-art models of voice command fingerprinting in a closed-world scenario. The researchers in this study 
conducted experiments in open-world scenarios, demonstrating the model's capability to effectively distinguish 
voice commands of interest to an attacker. They also illustrated the model's potential application in other domains, 
such as website fingerprinting. 

The overall aim of this paper [17] was to investigate bandwidth efficient audio event detection technique and also 
noise robust. It is in the neural network scheme where the suggested denoising auto encoder – based completely 
joint scheme of deep neural network is realized. Extraction of audio features is conducted utilizing a Raspberry 
Pi edge device of computing which those to the local information server are fed for detection of audio events. At 
F1- score achieved of 90.6% of signal noise ratio 10db and accuracy of 90% a reflection of advanced 
categorization likelihood of noisy events of audio. 

Arcades are described in this study [18] for extraction of context of representation of graphic of the system of 
home automation deep reinforcement learning is utilized and habitually updates its behaviour to that of the user. 
It is greatly understood when it comes to Convolutional Neural Network (CNN) that its requires large amount of 
data this prompted the researchers of this work to utilize CNN utilizing data generated artificially for feeding 
CNN with input which are raw for learning weights of CNN, execution of adapting decision model via 
reinforcement learning was performed, heterogenous information was presented and an approach of raw image 
was executed the decision model was based on deep learning. The results obtained by the study are as follows, 
Users trivial interchange (rewards) is utilized by the system for adaption of the process of decision making. For 
making a decision the graphical representation of heterogenous data multi model can be translated. The system 
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can adjust its behaviour to that of the user and sensors which are not installed, or which are faulty. Contextual 
data which is relevant can be learnt by the deep model and Online learning can be carried out utilizing restricted 
history, which is of the past, and absolutely no data pertaining to the future. 

Table 2: Studies and inference methods identified from literature. 

Author Inference Methods 
Li et al. [13] Deep Learning 
Berns et al. [14] Gaussian Process 
Filipe et al. [15] Machine Learning 
Mao et al. [16] Deep Learning 
Mondal et al. [17] Deep Learning 
Brenon et al. [18] Deep Reinforcement Learning 

 

The literature explored in this study reveals that the techniques used not only address automated inference but 
also offer an additional advantage of low latency in performance at a reduced cost. Deep Learning, Deep 
Reinforcement Learning, Adaptive Controller and Gaussian Process Classification could be utilized to translate 
heterogenous data and learn relevant contextual data in voice controlled smart homes. Additionally, literature 
review showed a solution [15] utilized the Online Learning techniques for a voice-activated smart home controller 
in order to obtain an intelligent solution capable of adapting and evolving with the user. 

Conclusion and Future research 

Standalone literature was utilized to gain insight into the existing literature regarding audio data inference in 
voice-activated systems. The entire literature review process, including literature search, extraction and analysis, 
was carried out to answer the research question. This study adopted a systematic review approach, which is 
appropriate for thorough reviews and provides proper methodology guidance. From the literature included in this 
study, various techniques were used to explore the literature, each yielding distinct results and contributing in 
different ways, as indicated in the table 1. 

Deep neural networks were explored in the study, utilizing algorithms such as Bayesian Optimization and Deep 
Reinforcement Learning. The literature review analysis showed that these techniques can significantly outperform 
irrelevant baseline techniques that relied on randomness, simple statistics, or machine learning for creating dataset 
predictions related to the inference of speed and cost efficiency. Therefore, it is evident that deep neural networks 
and reinforcement learning can be considered for automating the inference of audio data in newly learned voice-
activated systems.
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