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Abstract   

The dynamic nature of cyber threats creates a gap between the detection capabilities of existing anomaly-based 
Intrusion Detection System (IDS) and their inability to quickly adjust to new threat vectors. One of the most 
important challenges is achieving high accuracy in detecting anomalous signatures while mitigating false alarms. 
This proposed approach seeks to enhance the model’s ability to recognize abnormal patterns in network behaviour 
by fusing the power of Random Forest with anomaly detection capabilities. The ensemble technique helps tackle 
the ever-changing nature of cyber threats. The model exhibits robustness to various intrusion scenarios and 
achieves excellent accuracy by combining predictions from different decision trees. By adding Random Forest to 
the ensemble, the protection system against changing cyber threats becomes more resilient and adaptable. Model 
evaluation was carried out using the NSL-KDD dataset, showcasing its effectiveness in detecting anomalies within 
network traffic. The results emphasize the model's potential to protect digital ecosystems from advanced 
cyberattacks by highlighting its capacity to identify minute departures from typical behaviour. 

Keywords: Random Forest; Recursive feature elimination; Bootstrap 

1. Introduction 

Security has grown in importance as a concern in the online world due to the fast-growing number of 
individuals using the internet [Ishaque et al. (2023)]. Data has become increasingly valuable in today's world, 
making information security essential. It is now crucial to protect data and information against threats. This refers 
to preserving the data and information's Confidentiality, Integrity, and Availability [McCarthy (2023)]. The 
majority of cyberattacks aim to get past security measures and take advantage of important data and information 
[Nwachukwu et al. (2021)]. Network intrusion detection systems have used a variety of methods up to this point 
to identify anomalies in the network, including anomaly-based, signature-based, and hybrid approaches [Agrawal 
et al. (2022)] as shown in Figure 1. 
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IDSs that genuinely rely on heuristic rules are signature-based systems, such as Snort. NIDS vendors 
maintain and update a large database of known attack patterns, which is the foundation of signature-based 
intrusion detection. The system compares network traffic flowing across it with certain attack signatures. Security 
staff are alerted by the system if they find a match between the incoming traffic and a known attack signature. 
Because signature-based detection is based on a large historical attack pattern library, it is very good at identifying 
threats that have already been reported. This method's weakness is that it is unable to recognize new attacks for 
which a footprint is not known yet, which results in a high warning rate. The primary drawback of signature-
depending approaches is that they necessitate constant database maintenance and can only identify known assaults 
[Thein et al. (2023).].  Behavior-oriented IDSs measure how much a system's operation deviates from what is 
deemed typical in order to analyze system operation and try to solve this issue. The first step in anomaly-based 
intrusion detection is to establish a baseline for typical network behavior. Over time, network traffic patterns are 
observed and analyzed to establish this reference. After setting up the baseline, the IDS looks out for changes to 
this predetermined standard on the network. An unusual or suspicious activity in network traffic may trigger alerts 
from the intrusion detection system. These alerts are generated when network traffic deviates significantly from 
the baseline. 

 

 

Figure 1: IDS Taxonomy [Al-Amiedy et al. (2019)]  

Systems that can automatically identify which events correlate to normal or aberrant behaviors can be 
designed using statistical approaches and recently, machine learning (ML) algorithms [Khraisat et al. 2019).]. The 
technique of gaining knowledge from a vast volume of data is referred to as machine learning (ML). ML is the 
process of extracting knowledge from extensive datasets [Dua and Du (2016)]. The area of Anomaly-based IDS 
(AIDS) has made substantial use of machine-learning techniques. Numerous methodologies and algorithms, 
including nearest-neighbor approaches, neural networks, decision trees, association rules, clustering, and genetic 
algorithms, have been deployed to derive insights from intrusion datasets [Xiao et al. (2018), Tahsien et al. 
(2020)]. ML has been utilized to classify and identify traffic characteristics from network traffic datasets, and 
assist security experts in taking preventative action against malevolent attacker behavior [Zhang et al. (2023).]. 
Administrators take action depending on the classification of data, which is obtained from an external network 
and categorized as either attack or normal data using an IDS technique.  

2. Related Works 

Support Vector Regression (SVR) algorithm driven by a spare auto-encoder (SAE) was by [Preethi and 
Khare (2020)] as a model to predict network intrusion. The SAE effectively and significantly improved SVR’s 
accuracy concerning attacks while requiring the least amount of training time. NSL-KDD was utilized in the 
studies designed to anticipate intrusions in order to investigate and quantify the efficacy of SAE-SVR.  The SAE-
SVR was found to have 97% better accuracy than the other models that were taken into consideration for 
comparison.  

Autoencoder was deployed in [Ball and Drevin (2023)], for anomaly detection with network analysis 
features. There are 120,676 records total in the regular transactional features, 439 of which have been verified as 
fake. This means that only 0.36% of the data are attributable to the minority class, indicating a class imbalance. 
The disparity arises from the fact that an organization typically processes a far higher number of legitimate 
transactions than fraud. The imbalance in favor of the valid transactions results from the fact that significantly 
more data are gathered on valid transactions than on anomalous ones. A recall score of 100% and a precision score 
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of 26% were the final results. The model was expected to yield low precision scores because of the highly 
unbalanced distribution of the data. 

To create effective coding for unlabeled data, the auto-encoder was utilized in [Manjunatha et al. (2023)]. 
In order to achieve dimensionality reduction, the auto-encoder learns a portrayal or encoding for a vast set of data 
by modeling the network to ignore irrelevant (noise) input data. On the KDDcup99 dataset, the Auto-encoder got 

a percentage of 85.78 for accuracy and 7 % as false positive rate. With 99.24 percent accuracy, U2R packets 

were identified as malicious packets.  

To reduce the extensive training duration, researchers introduced a Kernel-based Extreme Learning 
Machine (KELM) [Wang et al. (2021)]. Addressing the challenge of suboptimal classification results, often 
stemming from the random initialization of KELM's kernel parameters, an enhanced grey wolf optimizer (EGWO) 
was developed to fine-tune these attributes. Experiments conducted on the model demonstrated an accuracy score 
of 98% with the devised DBN-EGWO-KELM algorithm. The study in [Al-Hawawreh et al. (2018)] introduced a 
detection model for Control Systems capable of learning as well as validating using Internet packet data. This 
method involves multiple learning phases utilizing a deep feedforward neural network architecture and deep auto-
encoder.  

In [Andresini et al. (2021)], a deep learning approach was presented, providing an efficient technique to 
examine network traffic for activities that are not normal through the deployment of convolutional neural networks 
(CNNs). The core idea involves training a 2D CNN architecture by representing network flows as 2D images. An 
IDS working on a Fast Hierarchical Deep CNN was proposed by [Mendonça et al. (2021)]. First, packet data from 
a campus network was gathered. The training and preliminary testing stages were conducted using this dataset. 
Subsequently, the ML model was fed by the result of a PCA approach that used the Tree-CNN and the SRS 
activation function. Ultimately, the traffic was categorized as abnormal or not, and its validity was checked. The 
model got an accuracy of 98%.  

To develop an IDS model capable of identifying various malicious attack types, [Samunnisa et al. (2023)] 
introduced an efficient hybrid model combining clustering and classification with threshold-based functions. The 
experiments involved testing the outcomes with two distinct threshold values, 0.01 and 0.5. The performance 
evaluation considered accuracy, false alarm ratio, and rate of detection. The suggested method demonstrated 
enhanced classification accuracy, reaching 92.7%. By combining the innate immune system and the adaptive 
immune system, the model put forward by [Dutt et al. (2020)] replicates the structure of the natural immune 
system (IS). Statistical Modeling based Anomaly Detection (SMAD), the first tier of the intrusion detection system 
(IDS), serves as an interface between the system and the innate immune system (IIS). In order to quickly find any 
flaws, it records the first network activity. Similar to how T-cells and B-cells work in the adaptive immune system, 
the second layer, known as adaptive immune-based anomaly detection (AIAD), examines the properties of 
dubious network packets to find anomalies. For efficient intrusion detection, the system retrieves pertinent data 
from the payload and header portions. Standard intrusion detection datasets KDD99 and UNSW-NB15 were used 
in experimental evaluations, coupled with live network traffic, achieving a true positive score of 96.04%.  

Researchers are examining the potential for developing effective IDS as evidenced by a novel image-
processing-centric NIDS framework introduced in [Siddiqi and Pak (2022)]. The framework proposes a three-
tiered structure to create a more precise dataset. By reducing the number of features, this framework achieves a 
balance of low computational cost and impressive precision value. Data normalization was also achieved to 
enhance the interpretation. A Convolutional Neural Network (CNN) leveraging this representation can better grasp 
intricate and practical patterns in the dataset. To examine the potency as well as the versatility of this technique, 
three distinct datasets were employed, yielding an average accuracy of 98%. In the context of [Liang et al. (2023)], 
an intrusion detection system for Advanced Metering Infrastructure (AMI) systems was introduced based on 
federated learning (FL). The unique aspect of this approach involves transmitting only the model parameters to 
the data center during the training phase when the IDS is activated. The data center utilizes weight assignments 
and aggregation to disseminate the learning to each data concentrator, enabling collaborative learning. This 
method employs an enhanced deep neural network (DNN), and thorough testing yielded 99% score for accuracy.  

In the research outlined in study [Kandhro et al. (2023)], a generative adversarial network was introduced 
as a method for detecting cyber threats in IoT. The findings indicated a performance enhancement ranging from 
95% to 97% in accuracy when identifying various types of attacks. In order to combat ping flood assaults, 
[Almorabea et al. (2023)] developed an IoT network intrusion detection system. Using embedded devices, this 
framework creates an Internet of Things testbed that mimics two datasets: malicious ping flood attack traffic and 
legitimate ping traffic. The Zeek tool is used to extract features from the traffic that has been collected. The K-
nearest neighbor approach, was found to have the highest detection accuracy on the testbed, with a 99.67% F1-
score and an error rate of 0.33%.  
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This study [Dehlaghi-Ghadim et al. (2023)] utilized the ICS-Flow dataset, the dataset is designed for the 
evaluation of IDS using ML approaches. The network data comprises both typical and unusual network flows and 
packets that were taken from Industrial Control System (ICS) components that were simulated as well as networks 
that were emulated. The anomalies were introduced into the system through different types of cyberattacks. Three 
ML techniques were deployed to model an IDS utilizing the ICS-Flow dataset and experimental results show an 
accuracy of 98.1% for decision tree, 98.4% for RF, and 98.2% for ANN.  The study presented in [Korium et al. 
(2023)] introduces a unique intrusion detection methodology tailored for cyberattacks. The authors propose an 
ML-based IDS designed to detect anomalous activities by analyzing unusual data flows in network traffic. 
Through extensive numerical experiments conducted on widely recognized datasets, both individually and in 
combination, the efficiency of the proposed technique is demonstrated, with an accuracy value of 99%.  

A subset of the bagging technique, the RF performs better when there is noise and poor discrimination 
data, and it is not affected by parameter initialization [Dong et al. (2020), Reddy and Parvathy (2022)]. A collection 
of models is trained on various dataset subsets in the bagging process, and the result is produced by a combination 
of the outputs from each model [Sruthi (2023)] as illustrated in Figure 2 below. Decision trees serve as the 
foundational model in the random forest scenario [Raja et al. (2022)].  

 

Figure 2: Random Forest Classifier [Rani et al. (2023)] 

Intrusion detection systems using the Random Forest algorithm (RF) have been suggested by a number 
of authors, [Chen and Yuan (2022)] used RF in identifying malicious wireless network intrusions and the 
simulation results show a high probability of accurate intrusion identification. In [Marteau (2021)], a DiFF-RF 
algorithm was proposed for anomaly detection, and it was evaluated using the UCI repository dataset, the 
experiments show that DiFF-RF is computationally better than the SVM (support vector machines) baseline and 
auto-encoder algorithms. RF algorithm coupled with grid search was used in [Subbiah et al. (2022)] to develop a 
model for the detection of intrusion. The algorithm was implemented and tested using NSL-KDD. The authors 
concluded that the RF-based algorithm outperformed LDA (Linear Discriminant Analysis) as well as the CART 
(Classification and Regression Tree). RF classification was also implemented in [Tudosi et al. (2023)] for network 
filtering and detection of anomalous traffic. Performance evaluation shows the model’s effectiveness in 
identifying threats such as SQL injection, port scanning, and DoS attacks with significant accuracy. RF classifier 
was found to be the most effective in [Choubisa et al. (2022)] for attack classification and in [Duraibi (2022)] 
combined with snake optimizer for intrusion detection as well as in [Varghese and Vivek (2023)] where the 
KDDcup 99 dataset was deployed to examine the efficiency of ensemble ML models as well as in [Serinelli et al. 
(2020)], RF with an accuracy of 97.93% outperformed SVM, XGBoost utilizing the NSL-KDD.  
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3. Methodology 

This section presents and discusses the proposed architecture and its major components. The proposed 
architecture in figure 4 shows the key components: recursive feature elimination and the bagging algorithm 
which play vital roles in enhancing the overall efficiency of the model.  

 

Figure 3: Proposed Model  

3.1 NSL-KDD Dataset 

In cybersecurity and network intrusion detection, the NSL-KDD is used more often. NSL-KDD is an improvement 
in the KDD 99 data set, largely employed in IDS assessments. Utilizing internet packet statistics as a basis, the 
KDD Cup 1999 data collection included both common and unique attack methods. The original KDD Cup 1999 
data set had several shortcomings, including significant redundancy and low attack type variety. To overcome 
these issues, the NSL-KDD data set was created. Machine learning models and intrusion detection systems that 
are intended to identify network intrusions or cyberattacks are frequently tested and evaluated using the NSL-
KDD data set. This makes it possible to assess how well intrusion detection systems identify particular kinds of 
attacks. There are 41 attributes total in the NSL-KDD data collection, comprising both features and labels. Models 
for intrusion detection are trained and assessed using these attributes. The labels show if a network connection is 
normal or connected to a certain kind of attack, while the features depict different aspects of network traffic. 

3.2 Pre-Processing  

One-hot encoding was utilized to transform all features to numbers. The features are scaled to prevent large-value 
features from overly influencing the outcomes. 

3.3 Feature Selection  

Starting with the complete dataset, the Recursive Feature Elimination (RFE) methodology is a wrapper feature 
selection method. Depending on which salient features are chosen, the dataset is ranked from best to worst using 
a ranking system that is essential to the RFE methodology. It updates the dataset after removing the least 
significant features from each iteration, repeating the procedure until the most significant features are chosen. The 
RFE method is cross-validated to ascertain the ideal feature count using Recursive Feature Elimination Cross-
Validation (RFECV) using Algorithm I.  
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Algorithm I: RFECV 
Input: 
X: Dataset (n_samples, n_features) 
 y: Target vector of shape (n_samples,) 
 Scoring_Metric: Accuracy 
 Stopping_Criterion: 13 

Output: 
Selected_Features: Subset of features selected by RFECV 

Pseudocode I: Recursive Feature Elimination Cross-Validation (RFECV) 
1. Initialize a list to keep track of selected features: Selected_Features = [ ] 
2. Initialize the best score as a negative infinity: Best_Score = -∞ 
3. Initialize a variable to keep track of the optimal number of features: Optimal_Num_Features = 0 
4. while (number of selected features < n_features) and (number of selected features < Stopping_Criterion): 
   a. For each feature in X: 
      i. If the feature is not in Selected_Features: 
         - Train the model using the features in Selected_Features + [the current feature] 
         - Calculate the cross-validated score using Scoring_Metric 
         - If the score is better than Best_Score: 
            - Update Best_Score to the current score 
            - Update Optimal_Num_Features to the number of features in Selected_Features + 1 
   b. Select the feature that achieved the best score. 
   c. Add the selected feature to Selected_Features. 
5. The process continues until the number of selected features reaches the stopping criterion or all features are 
selected. 
6. The final Selected_Features list contains the subset of features that achieved the best cross-validated score. 
7. Return Selected_Features. 
 

 

13 features were selected and this will now be used to train the model.  

3.4 Model  

Bootstrap Aggregation (Bagging) is the ensemble ML technique deployed in building the model using a Random 
Forest classifier. The key principle behind bootstrap aggregation is to train numerous instances of a particular 
model using randomized datasets and then collate their predictions to compute a final prediction.  

3.5 Sampling  

A set of bootstrap samples 𝐵 , 𝐵 , 𝐵 , … , 𝐵  from the NSL-KDD dataset was created. Each bootstrap sample 
created has randomly selected N data points from the dataset shown in “Eq. (1)” 

𝐵 𝐷 , 𝐷 , … , 𝐷   (1)  

For each sample 𝐵 , a decision tree 𝑇  with feature randomization was trained. At each split of 𝑇 , a set of 𝑚 
features from 𝐹 will be selected using “Eq. (2)”. 

𝑚 |𝐹 | √𝐹; 𝐹 13  (2) 

The feature selection 𝑓 where 𝑓 ∈ 𝐹 , it uses the Gini impurity reduction (information gain) given in “Eq. (3)” as  

𝑠𝑝𝑙𝑖𝑡 𝑛𝑜𝑑𝑒 𝑎𝑟𝑔𝑚𝑎𝑥 𝑓 ∈ 𝐹  𝐺𝑎𝑖𝑛 𝑛𝑜𝑑𝑒, 𝑓   (3) 

 

3.6 Prediction Aggregation  

After training the 10 trees, their predictions are collated and a final prediction is made using “Eq. (4)”. The class 
with the majority vote becomes the final prediction. 

 

𝑐 𝑎𝑟𝑔𝑚𝑎𝑥 𝑐𝑙𝑎𝑠𝑠 𝑇 𝑥  𝑓𝑜𝑟 𝑖 1 𝑡𝑜 10  (4) 
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3.7 k-fold cross-validation 

The NSL-KDD dataset's performance evaluation employs the K-fold cross-validation technique where k = 10. 
The model undergoes a training phase on 𝑘 1 of these subsets and is then assessed on the subsets left. This 
iterative process is done 10 times, with each round using a different subset for the testing phase. To obtain a more 
precise measure of the technique’s capability to examine new data, the performance metric, be it accuracy, 
precision, recall, or F1-Score (represented as n), is averaged over the k folds using the formula in “Eq. 5”. 

𝑣𝑎𝑙 ∑ 𝑛     (5) 

 

4. Results 

4.1 Model Performance (DoS, Probe, R2L, U2R) 

 

Figure 4: Model performance for DoS 

Figure 3 shows the model’s performance when after k-fold validation. The scores for accuracy, precision, recall 
and f-measure are plotted alongside their respective standard deviations. With a standard deviation of 0.34%, the 
accuracy is 99.64%. This shows that there is very little variation in accuracy across different folds and that the 
model has an impressive value for DoS prediction accuracy. Having a standard deviation of 0.48%, and precision 
of 99.5%. This shows that the model has excellent accuracy performance, which is crucial for reducing false 
positive errors. The model exhibits a high recall of 99.67%, with a minimal standard deviation of 0.48%. This 
indicates the model's effectiveness in minimizing false negative errors, a critical aspect in intrusion detection. The 
F1 score, with a low standard deviation of 0.39%, reaches 99.58%. This balanced statistic, considering both 
precision and recall, showcases the model's consistent performance with minimal variability. 

The performance of the model for specific attack types—Probe, R2L, and U2R—is visually represented in Figure 
4, Figure 5, and Figure 6, respectively. 
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Figure 5: Model performance for probe 

 

Figure 6: Model performance for R2L 
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Figure 7: Model performance for U2R 

4.2 Recursive Feature Elimination with Cross-Validation (RFECV) graph 

The model's performance across varying numbers of features in the dataset is visually represented in Recursive 
Feature Elimination with Cross-Validation (RFECV) graphs. Specifically, Figure 8, Figure 9, Figure 10, and 
Figure 11 illustrate this for DoS, Probe, U2R, and R2L, respectively. The horizontal X-axis displays the number 
of selected features, while the vertical Y-axis represents the cross-validation score for accuracy. These graphs 
provide insights into how the model's accuracy is influenced by the number of features for different types of 
attacks. 

 

Figure 8: RFECV for DoS Figure 9: RFECV for Probe 
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Figure 10: RFECV for U2R Figure 11: RFECV for R2L 

 

5. Conclusion and future work 

By combining the advantages of each individual decision tree, Random Forest's integration into the ensemble 
framework demonstrates a synergistic method that produces an intrusion detection system that is both accurate 
and resilient. The empirical assessments validate the model's ability to identify anomalies in network data, 
highlighting its capacity to identify minute variations that may be signs of impending cyberattacks. Because of 
the ensemble's flexibility in responding to various intrusion situations and Random Forest's resilience, the 
proposed model is positioned to be a useful and proactive instrument for cybersecurity professionals.  

It is impossible to overestimate the significance of dynamic and adaptive intrusion detection systems given the 
ongoing evolution of cyber threats in the area of sophistication as well as complexity. This presented Machine 
Learning technique not only fills this gap but also adds significant knowledge to the continuing discussion on the 
usefulness of using ensemble methods in practice, especially with Random Forest. 

The foundation for future efforts to improve anomaly-based intrusion detection systems is laid by this research, 
which also highlights the need for more investigation into ensemble approaches for cybersecurity resilience.  

Conflicts of interest: All authors have no conflicts of interest in this paper. 
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